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Preface

The Ubiquitous Computing conference series provides the premier forum in which to
present original research results in all areas relating to the design, implementation, appli-
cation and evaluation of ubiquitous computing technologies. It is a well-established
platform to introduce and discuss research that enables new capabilities, appropriate
security and privacy, improved user experiences and simplified and powerful develop-
ment and deployment practices.

These proceedings contain the papers presented at the Ninth International Confer-
ence on Ubiquitous Computing (UbiComp 2007) in Innsbruck, Austria, in September
2007.

Our call for papers resulted in 150 submissions, each of which was assigned to a
primary and a secondary member of our Program Committee. Every primary and
secondary member was responsible for assigning one or more additional qualified
reviewers with specific expertise in the field. After double-blind reviews and an online
discussion, we had a two-day face-to-face meeting with 38 of the 40 Program Com-
mittee members attending the PC meeting held just before the Pervasive 2007 confer-
ence in Toronto, Canada, in May 2007. We are grateful to Khai Truong , Jeremy
Knight and Alex Varshavsky of the University of Toronto for providing facilities and
support for this meeting. At the PC meeting, about 80 of the submissions were indi-
vidually and extensively discussed in one of the three subgroups sensors, experiences
and systems as well as in the calibration and decision panels. The PC finally selected
29 papers for publication in these proceedings. Most of the accepted papers underwent
a shepherding process by a reviewer or a member of the Program Committee to ensure
that the reviewers’ comments were accounted for in the published version. We feel our
selective review process and shepherding phase has resulted in a high-quality set of
published papers. Five of the 29 accepted papers were nominated at the PC meeting
panel as candidates for a best paper award. These are marked accordingly in these
proceedings to indicate their particular level of quality. Out of these five papers a sub-
committee discussed and finally selected one paper as the best paper of UbiComp
2007. A similar award was given at the conference to the best full paper presentation
as well as the best 1-minute-madness presentation, both for the first time at a Ubi-
Comp conference.

We extend a sincere “thank you” to all the authors who submitted papers, to our
hard-working Program Committee, our thoughtful reviewers, our conscientious shep-
herds, as well as our sponsors.

September 2007 John Krumm
Gregory Abowd

Aruna Seneviratne

Thomas Strang
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A Statistical Reasoning System for Medication
Prompting

Sengul Vurgun!, Matthai Philipose!, and Misha Pavel?

! Intel Corporation
2 Oregon Health and Science University

Abstract. We describe our experience building and using a reasoning
system for providing context-based prompts to elders to take their med-
ication. We describe the process of specification, design, implementation
and use of our system. We chose a simple Dynamic Bayesian Network as
our representation. We analyze the design space for the model in some
detail. A key challenge in using the model was the overhead of labeling
the data. We analyze the impact of a variety of options to ease labeling,
and highlight in particular the utility of simple clustering before label-
ing. A key choice in the design of such reasoning systems is that between
statistical and deterministic rule-based approaches. We evaluate a simple
rule-based system on our data and discuss some of its pros and cons when
compared to the statistical (Bayesian) approach in a practical setting.
We discuss challenges to reasoning arising from failures of data collec-
tion procedures and calibration drift. The system was deployed among 6
subjects over a period of 12 weeks, and resulted in adherence improving
from 56% on average with no prompting to 63% with state of the art
context-unaware prompts to 74% with our context-aware prompts.

1 Introduction

A context-based prompt is a message delivered to a person because their physical
context satisfies some pre-determined criterion. Such prompts have long been
considered a service that could be provided by ubiquitous computing systems. A
key part of any context-based prompting system is the reasoning module, which
infers high-level user context based on sensor data and determines when to issue
prompts. Much has been written on how to infer relevant context and how to
integrate it into a reminder system, but little empirical work has tested these
ideas over long periods of time on non-researchers to solve particular problems.
In this paper, we describe the design, implementation and use of a reasoning
engine that prompted 6 elders in their home to take their medication over a
deployment of 12 weeks, based on two carefully chosen kinds of context. Although
the reasoning system was deliberatly simple in design, we believe the pragmatics
of developing and using it to (successfully) complete its mission should be of
direct interest to the Ubicomp community.

A real-world deployment of a reasoning-system may be valuable in many ways.
First, although many techniques have been proposed for context-awareness, there

J. Krumm et al. (Eds.): UbiComp 2007, LNCS 4717, pp. 1-{18] 2007.
© Springer-Verlag Berlin Heidelberg 2007



2 S. Vurgun, M. Philipose, and M. Pavel

is not much evidence whether they yield sufficient performance for practical ap-
plications. Applying such systems directly puts their utility to test. Second,
techniques proposed have varied widely in their degree of sophistication and in-
frastructure use. A realistic deployment allows us to evaluate empirically the
design space of solutions and determine whether various technical capabilities
are worthwhile. In particular, real-world data often contains peculiarities that
could serve either as a challenge or a justification for advanced techniques. Third,
pragmatic difficulties in using techniques are often underplayed unless they are
used at scale. A deployment should reveal major challenges of this kind. Fi-
nally, such deployments may reveal fresh challenges that either motivate new
techniques or demand ad-hoc solutions of potential interest to practitioners.
We use our deployment experiences to make the following contributions:

1. We show that that simple reasoning techniques, when operating on data from
fairly conventional wireless sensors, can indeed produce a useful end-result in
an important application. In particular, average adherence rates across our
subjects increased by 32% relative to no prompting at all, and 17% relative
to state-of-the art time-based prompting.

2. Starting with a conventional statistical representation (the Dynamic Bayesian
Network (DBN)) for processing time series data we present a detailed quanti-
tative exploration of the design space for the structure of the DBN. As an ex-
tension of the exploration, we show that temporal reasoning does contribute
crucially to the performance of our system.

3. We identify the overhead of labeling data as by far our biggest impediment
to using the DBN. We explore ways to mitigate labeling overhead, including
the impact of labeling different fractions of the training data available to us
and using a simple semi-automatic labeling system.

4. We present a comparison between a reasoning system based on simple
Bayesian reasoning and that based on simple rule-based reasoning. To our
knowledge a direct comparison of these two approaches is rare, and per-
haps unsurprisingly our insights support claims from supporters of both
approaches. We reflect on the pros and cons of the two approaches in the
context of our real-world deployment setting.

5. We identify unexpected challenges including miscalibration of sensors over
time and faulty data collection procedures, and describe how we countered
them.

The reasoning system described was part of a larger project called Context
Aware Medication Prompting (CAMP). The CAMP project was not intended
to showcase advanced reasoning techniques. The engineering goal in building
CAMP was to provide conservatively designed sensing, communication, data
management, reasoning, interaction and logistic support to validate medication
adherence hypotheses on a tight schedule. In particular, at every stage of de-
sign of the reasoning system, we took pains to simplify requirements, design and
implementation to maximize chances of success and minimize resource (time
and staffing) requirements while providing performance adequate to the task. In
some cases, these pragmatics make for a reasoning system that is less intricate
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than one designed to illustrate novel reasoning capabilities: the reasoning prob-
lem itself is deliberately simple, and the tools we used are deliberately over- or
under-provisioned. The focus of this paper is therefore on presenting conserva-
tive engineering that proved effective in practice rather than presenting novel or
intricate design.

2 Related Work

There are few examples of longitudinally deployed ubiquitous computing ap-
plications that reason about user context. One outstanding exception is the
Independent LifeStyle Assistant (ILSA) from Honeywell [G5], which deployed a
variety of sensors in 11 elder homes over 6 months. ILSA delivered alerts to both
elders and caregivers in an attempt to improve elders’ medication adherence and
mobility. It is unclear whether ILSA succeeded in this primary goal. No detailed
description or quantitative analyses have been presented on the design space
or efficacy of various parts of the ILSA reasoning system. On the other hand,
ILSA involved sophisticated AI machinery, including agents, plan trackers and
a variety of machine learning schemes. One of the primary post-mortem recom-
mendations was to avoid most of these complexities. Our work, which presents
a simple design that yielded a successful outcome, is a beneficiary of some of
these insights. Further, we believe that the detailed quantitative evaluation we
present should be of substantial additional value to the practitioner.

An extensive literature exists on sensors and reasoning techniques for infer-
ring user context including location [TII7], activities [I3JI8IT220], interruptibility
[8/4] and affect [I1]. These efforts focus on developing (often sophisticated) tech-
niques to handle limitations in existing systems. Common themes include the
use of machine learning techniques to learn models and the use of a few rep-
resentations such as Bayesian Networks, Support Vector Machines and boosted
ensembles. To our knowledge, none of these techniques were deployed as part
of longitudinal applications. Our work may be regarded as an early application
of simple versions of these techniques in a realistic setting. We focus on how
to produce adequate models using these techniques, and how to minimize the
overhead of using them.

Labeling has long been recognized as a bottleneck to scaling machine learn-
ing. Our work provides empirical support for the importance of reducing the
overhead of labeling; it is in fact not practical for us to label sufficient data by
hand. Proposed solutions include semi-supervised learning [21] (which utilizes
unlabeled data in addition to hopefully small quantities of labeled data), active
learning (where users are queried for profitable labels) [2], the use of prior infor-
mation [I6] and clustering data automatically before labeling aggregate clusters
instead of individual data points. We adapt the latter idea because of its sim-
plicity: we present a simple interactive approach to labeling that groups similar
data before presenting it for labeling.

The question of how and when to prompt subjects most effectively has been
examined extensively both in the attention sensitivity [0/4] and the interaction
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planning [8I3IT9] communities. One focus of the former work is identifying when
users are most receptive to prompts and how to identify this with sensors. The
latter considers how to jointly perform state estimation and identify optimal se-
quences of actions under uncertainty of observation and effect. In our work, we
focus on identifying (using sensors) simple cues that subjects are receptive. How-
ever, based on ethnographic work we discuss below, we restrict ourselves to pro-
viding point (i.e., not multi step) reminders to users without explicit cost/benefit
reasoning.

3 Context-Aware Prompting Requirements

Our reasoning system was built to support a project called Context Aware Medi-
cation Prompting (CAMP). One of the two hypotheses that CAMP was designed
to test is that automated contextual prompting can significantly improve medi-
cation adherence (compared to state-of-the art techniques). The state of the art
in medication prompting are medication dispensers that beep loudly at fixed
times, dispense medication and in some cases, verbally prompt the elder to take
medication. Although these devices do improve adherence significantly, there is
still a residual lack of adherence. Based on extensive formative work, CAMP
ethnographers and domain experts noted a variety of reasons limiting these de-
vices. Based on an iterative process between ethnographers and engineers on the
team, two particular failure modes were chosen to be addressed using context
aware techniques. When time-based prompts go off, the elder:

1. May not be at home. Prompting the elder to take their medication before
leaving the home (if appropriate) could be useful.

2. May be sleeping, on the phone, or engaged in activity away from the medi-
cation dispenser. It could be useful to deliver the prompt when the elder is
close to the dispenser and neither sleeping or on the phone.

Our reasoning system is therefore designed to track two pieces of context
about the user: whether they are about to leave the house, and which room of
the house they are in. Use of phone, whether the elder is sleeping and whether the
elder took their medication was inferred deterministically with custom sensors
and we will not discuss these much further. Below, we go into these requirements
in more detail.

3.1 Rules for Prompting

CAMP researchers distilled the functionality of the prompting system into a set
of rules. These rules were executed within the pill taking window, in our case,
90 minutes before and after the recommended time to take the medication.

1. Never prompt outside the window.

2. Don’t prompt if pill is already taken within the current window.

3. Don’t prompt if the participant is not home. Prompting will resume if the
participant returns home before the window expires.
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4. Don’t prompt if participant is in bed.

Don’t prompt if participant is on the phone.

6. Prompt at level 2 if participant is leaving (this is the only time we prompt
before the usual pill taking time).

7. Wait till the time the user usually takes the pill. If it is earlier than the recom-
mended pill taking time, start checking for level 1 prompting opportunities
at the usual pill time.

8. If only less than 20 minutes left till the window expires, start prompting at
level 1 disregarding all other rules (except 1-3).

(W21

The system supported two kinds of prompting;:

— Level 1: Prompt using the nearest device every minute. The chime is played
10 seconds each time and lights stay on till location changes. Stop if pill is
taken. Escalate to level 2 after 10 minutes.

— Level 2: Prompt using all prompting devices in the house every minute.
Lights on devices stay on and chime is played for 10 seconds every minute.

The team briefly considered a planning-based approach to the reasoning and
prompting engine, where relevant states of the world (elder, home and prompt-
ing system), possible actions and their costs, and the likely results of actions
would be encoded in a representation like a (Partially Observable) Markov Deci-
sion Process (POMDP)[10]. However, we decided on a deterministic rule-based
implementation of the prompter for two reasons:

— It was much simpler for engineers and ethnographers to agree on the rules
than on costs, and to implement the tens of lines of dispatch code. This was
especially so because we decided against sophisticated sequences of prompts.

— Although we initially thought that minimizing user annoyance would be
a crucial and subtle aspect of prompting (and therefore worthwhile for a
sophisticated technique to maximize the value of actions), formative work
found that elders’ tolerance threshold to medication reminders was surpris-
ingly high. In fact, with time-based devices, they were comfortable with, and
to some extent preferred, loud and persistent reminders.

3.2 Subjects and Infrastructure

To test CAMP hypotheses, we recruited elders who were known to be at risk for
medication non-adherence from a prior study from two apartment complexes.
Twelve subjects over the age of 70, 10 women and 2 men agreed to participate
in the study. No subjects were currently receiving formal long-term care, so they
are not completely (or mostly) devoid of cognitive and physical abilities. All
subjects lived on their own. Figure [Tl shows the typical layout of an apartment,
along with the sensor deployment.

Sensors installed were mostly stock devices. They included 4 to 6 wireless
infra-red motion sensors (roughly one per room or major area in the home), a
pressure mat on the bed, contact sensors on apartment doors and refrigerator
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Fig. 1. Typical Floorplan (left); Activity Beacon (top) and MedTracker (bottom)

doors, and sensor for reporting phone use. Figure [1l shows two devices built
specifically for the study.

The MedTracker is a pill box that allows pills to be allocated into individual
compartments for a whole week. Sensors on the lid for each day of the week can
detect if the lid is opened and wirelessly communicate this information to the
computing device in the house. In our study, we assumed that the MedTracker
provided direct evidence on whether a pill is taken: if the lid for the current day
is opened during a period when a medication is supposed to be taken, we assume
that the subject successfully took the pill. This indirect notion of adherence is in
line with existing practice in such studies. Although there are many documented
cases of subjects misplacing pills taken out of a bottle, an informal check revealed
that this was rare in our case, perhaps because we ensured that the subjects had
reasonable cognitive abilities. The MedTracker is also capable of beeping, flashing
and delivering a text message on an LED.

The activity beacon is a wireless, battery backed-up device the size of a saucer
that can be placed easily at points around the space being monitored. It is
capable of flashing a light, beeping and delivering an audio message. Both the
MedTracker and the activity beacon serve as prompting devices.

3.3 The Experiment

Subjects were required to take a vitamin C pill three times a day, morning, mid-
day and evening at a fixed time with a 90 minute window allowed on either side
of the prescribed time.

We installed sensors, reasoning system and actuators in the apartments for
a period of 28 weeks on average. Our original intention was to have a 6-week
baseline period where infrastructure would be installed but no prompts would
be delivered, followed by two 4-week stretches where subjects would get prompts
either from a time-based prompting system or from the context-aware system.
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The baseline period would be used to evaluate adherence level with no inter-
vention as well as to construct an appropriate model for the user, which could
be used during the subsequent context-based prompting period. In practice, be-
cause of initial problems with the infrastructure, we spent 7-16 weeks in baseline
followed by 12-15 weeks of intervention.

The original group of 12 subjects dwindled to 6 during the baseline period,
so that we were able to perform prompting only on the latter smaller group. We
will refer to these subjects by the labels HP05, HP52, M26, M32, M44 and M45.
Most of the drop-offs were due to personal reasons (e.g. sickness, marriage).

3.4 Modeling Choices

Our final inference tasks (inferring location and whether leaving home) were
carefully selected so that they were likely to provide useful reminders to users
while still being fairly directly inferable from our sensors. For instance, we ex-
pected that motion sensor readings would tell us subject location most of the
time, and that a location next to the front door of a home coupled with the
opening of the door would indicate whether the user is leaving home. However,
we also expected a number complications:

— Motion sensors readings are often only indirect indicators of subject loca-
tion. In particular sensor lockout periods, thresholds for activity levels before
triggering and detection of events in adjacent areas through open doors all
result in sensors firing or failing to fire unexpectedly (relative to subject
motion). Techniques that reason about uncertainty and noise have therefore
proved valuable in inferring location from motion sensors [14].

— Contact sensors, such as those for the front door and refrigerator are prone to
missing events especially when installed imperfectly or when misaligned due
to common use. It is important therefore to make inferences with incomplete
information.

— Given noise in sensor data, it is possible to get contradictory information
from multiple sensors. For instance, the bed sensor may indicate that the
subject is on the bed while the kitchen sensor fires in the same time slice
or the refrigerator door sensor triggers (due to vibrations). It is important
therefore to weigh evidence from different sensors when inferring the final
result.

— In some cases, the duration of stay in a particular state is important. For
instance, a subject in the passage way next to the door may be much more
likely to leave if they spend more than a few seconds there.

— In all cases, we expect considerable variability in layout of homes and behav-
ior of subjects. We therefore expected some level of customization to each
subject to be important.

The choice of reasoning technique needed to be made months before actual
data from elderly subjects was available in order to allow for implementation,
testing and integration with CAMP infrastructure. The above concerns about
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noise and variability in the sensor data led us to select a statistical (Bayesian)
approach as opposed to a deterministic rule-based one. The decision came with
a risk: much of the design exploration work and all implementation work for
the CAMP reasoning system was to be done with an engineer with little prior
experience with statistical reasoning. The engineer worked with two experienced
users of Bayesian techniques as occasional advisers, based on a two-week crash
course in Bayesian Networks. The learning curve for a “heavyweight” technique
such as Bayesian network was a serious concern. We were pleasantly surprised
to find that as long as we limited ourselves to simple structures, the Bayesian
approach corresponded closely to intuitive rules.

Before the deployment, and based partially on data from a trial with a friendly
subject, we defined the structures for a family of models for the elders’ behavior.
During the baseline period, we trained these models on roughly 100 hours of data
per subject spread over a week using leave-one-week-out cross validation (with
5 folds) and picked the best performing one for each subject. The model that
performed best for each subject at baseline was used during their intervention
period. Training originally involved substantial labeling overhead, of the order
of 1 day for each day labeled. Section ] below details the process of finding good
models, and section [ describes how we addressed the cost of labeling.

4 Selecting Models

Table [ lists the inputs and outputs for our context model. The outputs (termed
hidden variables) are the location of the user and a boolean variable indicating
whether they are about to leave their home. The inputs, orobserved variables,
correspond to information pooled from differently sized time windows preceding
the current moment. The time windows and the information represented by the
observables were selected based on experience. We track the last motion sensor
fired because there are runs of time slices with no motion sensor information.
In these cases, we found that the last motion sensor fired is a good indicator of
current location. In our initial design, we instead tracked the motion sensor that
fires in the current time slice (and allowed a NoSensor value). The two other MS
variables track the “level of activity” in the home because we believed that high
levels of activity may correlate with intent to leave the home.

4.1 A Dynamic Bayesian Model

Model 1 of Figurelshows our basic model, a Dynamic Bayesian Network (DBN)
[15]. Nodes in the graph correspond to hidden and observation variables in a 5-
second time slice. We choose to infer at this granularity because we have a narrow
window of 10 or more seconds when a subject is leaving the home. Each node n
has a conditional probability table (CPT, not shown), which represents the prob-
ability distribution Pr(n|Pa(n)), where Pa(n) are the parent nodes of n. The
dotted line separates values of variables in two adjacent time slices, with the
left side representing the current time slice and the right representing the next
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Table 1. Model Variables and Their Possible Values

Variable Values Comment
Location NotHome, Bedroom, Kitchen, Hidden variable
Livingroom, Bathroom, Frontdoor = Hidden variable
Leaving True, False Hidden variable
LastMSFiring MS1, MS2, ..., MSN Which motion sensor
(MS) got fired last?
MSFiringsFreq None, L(1-2), M(3-5), Num. MS firings
H (more than 5) in last 1 minute
MSTransitions None, L(1-5), M(6-10), Num. MS transitions
High(more than 10) in last 5 minutes
Bed In, Out

DoorEvent OpenEvent, CloseEvent, NoEvent
Refrigerator ~ OpenEvent, CloseEvent, NoEvent
Time EM (6-9am), MM (9-11am),
Noon (11-2pm), A (2-5pm),
E (5-9pm), Night (9pm-6am)
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Fig. 2. The Baseline (Modell) and Best (Model4) DBNs

time slice. Arrows across the boxes represent temporal conditional dependences
between variables.

Regardless of the values in the CPT, this model encodes the following
assumptions:

1. The Bed, LastMSFiring and Refrigerator variables depend just on Location.
Once the Location is known, the subject’s Leaving status has no effect on
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these. Similarly for MSFiringFreq, MSTransitions and Time with respect to
Leaving.

2. DoorEvent depends in the same sense on both Location and Leaving, since
if you are located close to the door and not leaving, you will likely not open
the door, and if you are leaving but your current location is not next to the
door, you will again not open the door.

3. Location and Leaving in a given time slice are independent of all other
variables in the previous time slices given their values in the previous time
slice.

This model is one of the simplest dynamical models using our variables: it is
very close to one Naive Bayesian model for each hidden variable with a temporal
constraint on hidden variables thrown in to smooth their values over time.

Table 2. Best Classifiers for Leaving (% Correct Averaged Over Folds)

House Model Leaving=true Leaving=false Loc=AtHome Loc=NotHome

HPO05 Model3 0 95.66 96.87 18.73
HP52 Model4 86.89 92.69 98.06 95.67
M26 Model4 92.00 88.33 90.96 7772
M32 Model4 77.29 97.60 96.99 98.42
M45 Model4 90.73 90.76 97.86 95.01

We experimented with a few variants on this basic structure encoding slightly
different sets of assumptions. Model 4, also shown in Figure[2] was the best per-
forming of all our models when applied to subject data during the test period.
It encodes an additional dependency between Leaving and Location. This depen-
dency was crucial in the detection of leaving, because in its absence (e.g., in model
1), leaving has no access to either the hidden location or its determining sensors.
Since leaving is a combination of being located near the door followed by opening
the door, it is essentially impossible to determine without location information.
For one of our subjects, a slightly different model (named Model 3) was the best
performing. Exploring the design space of these DBNs by adding dependence arcs
between random variables proved to be surprisingly powerful. However, we should
note that we stopped reasoning about every conditional independence encoded in
the DBN (in particular verifying whether various V-structures were sensible) early
in our explorations. We simply drew an arrow between a hidden node and an ob-
served node when the latter depended on the former. We expect that more sophis-
ticated DBNs where encoding correct conditional independence structure is key
would be much more resource-intensive to develop.

We used the above analysis to select, for each subject, the appropriate model
(of five possibilities) for use intervention phase of CAMP. Table [2 shows the true
positive and true negative rates of the model that performed best on classifying
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Table 3. Results from Non-Temporal Classifiers (% Correct)

House Model Leaving=true Leaving=false Loc=AtHome Loc=NotHome
HPO05 Model3 (Fold0) 0 95.66 96.87 18.73
HPO5 NT Model3 (Fold0) 0 95.26 99.53 0
HP52 Model4 (Fold1l) 96.97 93.51 99.64 99.23
HP52 NT Model4 (Fold1) 0 92.77 99.82 99.29
M26 Model2 (Fold3) 100.00 89.86 93.74 80.28
M26 NT Model2 (Fold3) 0 87.37 94.64 79.86
M32 Model4 (Fold1l) 100.00 98.67 98.00 98.58
M32 NT Model4 (Foldl) 0 98.46 97.78 98.66
M44 Model4 (Fold3) 100.00 93.32 99.55 98.14
M44 NT Model4 (Fold3) 0 83.44 96.97 98.82
M45 Model4 (Fold2) 100.00 92.31 98.99 99.70
M45 NT Model4 (Fold2) 0 91.36 98.99 91.37

Leaving (all models did quite well on Location) for each subject. Although for
compactness we show Location results as an AtHome/NotHome classifier, we
actually performed an N-way classification over the rooms in the house, and the
numbers reported ar the results of the N-way classification. HP05 turns out to
be an anomalous case: it had very few (4) leaving examples and less data overall
than the others because the subject spent much her time at her friend’s home.

4.2 Dropping Temporal Information

Although our intuition was that temporal reasoning (i.e., incorporating reasoning
from past time slices in the present) would contribute strongly to performance,
we tested a model that omitted the temporal arrows in the DBN so that we
had a conventional Bayesian Network to classify each time slice. Table [B] shows
the results of applying this model on a single folds (we did not validate over
all folds due to time; we picked the fold with the best Leaving result for the
temporal model). For instance HP52 data is analyzed with Model 4 on Fold1 of
the data; the “NT” line gives results without temporal dependences. Location is
classified quite well even without temporal dependences. This primarily because
LastMSFired is an excellent indicator of current location. Although it may seem
surprising that the Bayes Net uniformly resulted in zero detection of labeling
(for instance, one would expect at least an occasional guess for leaving when
door opens), an examination of the learned networks reveals that that this was
because of the prior bias towards not leaving the house; leaving is a rare event.
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5 Using the Model

5.1 Implementation

We implemented our model in C++ using the Probabilistic Network Library
(PNL) [I] toolkit for graphical modeling. We perform inference by filtering with
a junction tree algorithm and stick to fully supervised parameter learning. The
models were easy to implement and reason with, involving under a hundred lines
of code. However, the toolkit itself was not mature and required debugging.

5.2 Labeling

The biggest bottleneck in using our models was to label data so that parameters
of the DBNs could be learned on the basis of observed data. Purely manual
labeling of all 5 folds of data in each case was unsustainable because labeling
an hour of data often took roughly an hour. In what follows, we examine a
simple semi-automated labeling technique, the impact of labeling (and learning
with) less data. We also considered (but do not report here) the potential for
transferring models across homes.

Interactive Labeling. After labeling manually for a few days, we noticed that
the labels remained unchanged for long stretches. In particular, in the absence
of observations or if observation values were unchanged, labels did not change.
Alternately, segmenting the time series data by missing or identical observations
resulted in segments with unique labels. We therefore decided to segment the
data before presenting to the user for labeling.

Algorithm [ specifies the rules for labeling location. We assume that location
remains fixed over time unless an observation is detected from a sensor in a dif-
ferent room. If such an observation is detected, we give the user to provide a new
label. Note that in some cases because of noise in the sensors, it is incorrect to
simply label with the location of the sensor that generated the new observation.
We have a similar scheme for labeling Leaving.

Table @ shows the degree to which the tool can cut labeling overhead. For
each house, the table lists the number N of events to be labeled, the number M
of events for which the tool requests manual help, and ratio of M to N. The tool
reduced labeling requirements by 1 to 2 orders of magnitude, and in practical
terms made the difference between being able to train our DBNs and not.

The reduction brings up the question of whether labeling could have been done
away with completely using further heuristics. Note however, that the success of
the above segmentation algorithm depends wholly on having the correct label
at the points where a new label is introduced. The key question therefore is
whether the “challenging” events that were manually labeled by the human can
be automatically labeled using (simple) rules. To understand this better, we
implemented a simple set of rules that sets the location of a time slice to the
location of the last bed, refrigerator or motion sensor (tried in that order) fired
in that time slice. We declare that the subject is leaving if their location is
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Algorithm 1. INTERACTIVELABEL(s)

Require: A list s of sensor events.

1: set [ to unknown

2: for all events e; in s do

3: if room in which sensor for e; is located is [ then
4: label e; with [

5: else

6: display €;...€Ei+10

7 if user labels e; with location I’ # [ then
8: label e;...e;—1 with [

9: set [ to I’
10: continue loop at event e;
11: else
12: label e; with [
13: end if
14: end if
15: end for

Table 4. Reduction in Manual Labeling Using Labeling Tool

House #events labeled (N) #hand(M ) (%)

2+ N
HPO5 45105 1871 2.07
HP52 34333 839 1.22
M26 66237 2365 1.79
M44 63979 941 0.74
M45 54909 6031 5.49

Frontdoor and we see an OpenEvent. If no sensor readings are seen for n = 30
seconds, then the user’s location is set to their last computed location; if the last
location was Frontdoor, then we set the location to NotHome. Table[B] shows the
results.

Overall, the rule-based system does quite well; in fact it often has higher
true negative and true positive rates for Leaving and Location = AtHome than
the Bayesian system does. However, it has a few failure modes, which result in
significantly lower true positives and true negatives on Leaving and Location
respectively. Note that missing instances of Leaving is especially debilitating
because it results in missed opportunities to prompt the user. The failures occur
for the following reasons, all having to do with sensor noise. First, because of
anomalous motion sensor firings away from the front door while the door is
being opened (e.g., in M26 the kitchen sensor near the front door fired after
the front door OpenEvent) the rule-based system concludes that the subject
is not leaving after all. This results in missing Leaving = true cases. Second,
after the user actually leaves in this case, since the last observed sensor is not
Frontdoor, the location is set to the last sensor seen (e.g., Kitchen for M26)
as opposed to NotHome. This results in missed cases of Location=NotHome.
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Table 5. Results of Stochastic vs. Rule-Based (RB) Systems (% Correct)

House Model Leaving=true Leaving=false Loc=AtHome Loc=NotHome
HPO05 Model3 0 95.66 96.87 18.73
HPO05 RB Model3 50 99.54 99.59 25.81
HP52 Model4 96.97 93.51 99.64 99.23
HP52 RB Model4 78.79 98.66 99.9 99.7
M26 Model2 100.00 89.86 93.74 80.28
M26 RB Model2 71.43 98.78 99.6 9.18
M32 Model4 100.00 98.67 98.00 98.58
M32 RB Model4 20 98.93 99.8 13.64
M44 Model4 100.00 93.32 99.55 98.14
M44 RB Model4 77.78 98.8 99.88 26.08
M45 Model4 100.00 92.31 98.99 99.70
M45 RB Model4 12.5 99.14 99.17 31.95

Finally, the DoorOpen sensor message is occasionally missed (e.g., in M44);
the rules therefore do not detect Leaving = true; interestingly the Bayesian
Network was able to infer just from the fact that the Location=FrontDoor that
Leaving=True was likely for the user.

This brief analysis shows that the requirement of dealing with noise can com-
plicate rule-based systems. We do not make any claims about the superiority
of the statistical approach to the deterministic one, since it is possible that
a few simple extensions to the existing rules may suffice to substantially im-
prove performance. However, we also note that the overhead of using the simple
Naive-Bayes type Bayesian network was low enough (after the initial 2-week
crash course and with the interactive labeling tool) that we think it unlikely
that a good set of rules would be substantially easier to develop.

Labeling Data Partially. Another option to reduce labeling overhead is to
label only as much data as is useful. Excess labeled data can lead to over-fitting.
Table [@ shows the result of learning models using only a fraction of the data
from each fold. Due to time constraints, these numbers are from a single fold.
We trained model 4 on first 10, 35, 60 and 100% of the data from the fold. It
seems that we could have gotten away with labeling roughly half of the data we
did label. The savings are, however, small relative to interactive labeling. It is
possible, that if we had used the unlabeled data for learning (using unsupervised
learning techniques), we could have gotten acceptable performance with below
35% of the labels. An order of magnitude reduction seems unlikely, though.



A Statistical Reasoning System for Medication Prompting 15

Table 6. Inference Results for M32 and M45 With Partial Labeling (% Correct)

% Training Data Leaving=true Leaving=false Loc=athome Loc=nothome

10 0 79.72 T77.67 98.42
35 0 99.26 98.36 97.95
60 100 98.89 98.06 98.66
100 100 98.67 98.00 98.58

% Training Data Leaving=true Leaving=false Loc=athome Loc=nothome

10 0 73.23 69.34 98.48
35 100 91.66 99.07 99.74
60 100 92.73 99.12 99.81
100 100 92.31 98.99 99.70

5.3 Other Challenges

The deployment posed a variety of unexpected challenges beyond the expected
ones of model selection and labeling. Two particularly worth mentioning are
drift in sensors and anomalous data due to infrastructure errors. Figure Bl shows
data from one of our bed sensors. Note that the value of the sensor when no one
is on the bed (e.g., between 0800 and 1400 hours) drifts downwards substantially
even during the course of one day. This was a common occurrence with our bed
sensors. Since we convert the bed sensor into a binary sensor (In, Out, as per
Table [l) by thresholding, it is important for us to recompute thresholds if the
baseline drifts too far downwards. We opted to take low-tech approach to the
problem: an engineer monitored the baseline signal relative to threshold for each
house every day and reset the threshold manually if needed. We had to perform
this operation just once over all houses during the deployment. Of course, en-
gineers performing manual thresholding does not scale and some unsupervised
thresholding scheme is in order here.

A second challenge that recurred was the occasional corruption of data due
to sensor and connectivity problems, and also because in some cases our main-
tenance staff entered homes without logging that they did so. We handled this
problem manually by scanning through visualizations of the data looking for
telltale signs such as an excess of reset messages and evidence of multiple peo-
ple in the house. Reliable computer readable documentation of these sources of
anomaly would have noticeably reduced the burden of training.

6 End-to-End Results

The end goal of the reasoning system was to produce context-aware prompts that
enhanced the subjects’ medication adherence. We counted a subject as having
taken their pill if they opened the appropriate compartment of the MedTracker
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Fig. 3. Drift in Bed Sensor Calibration

Table 7. Change in Adherence Rates

Participant Baseline% Time-Based% Context-Aware%

HPO05 33.3 69.1 54.2
HP52 75.8 70.2 84.9
M26 65.8 71.3 81.6
M32 47.7 77.0 93.1
M44 N/A 45.7 48.0
M45 58.3 46.1 81.8
avg. 56.2 63.2 73.9

pillbox during the 3-hour period. We measured adherence in this manner dur-
ing the baseline, conventional (time-based) prompting period and the context-
based prompting periods. Table [l shows the results. In every case except HP05,
context-based prompting improved over no prompting and time-based prompt-
ing, often substantially. It is not surprising that HP05 decreased in adherence,
since she took to spending long periods outside her home (caring for a friend)
after the baseline period. Baseline data for M44 is not available because we dis-
covered at the end of the baseline that the MedTracker had been malfunctioning.

7 Conclusions

We have described the specification, design, implementation and use of a reason-
ing system for prompting subjects to take their medication in a context-sensitive
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manner. The system was deployed longitudinally with 6 elderly subjects and
resulted in significant increase in adherence rates among most of these subjects.
We provide a detailed account of the pragmatics of using conventional statistical
reasoning techniques in the real world, starting with utilizing domain constraints
to simplify the problem as far as possible, using sensors that are strongly corre-
lated with hidden variables, performing an exploration of the space of possible
models, using simple but effective techniques to minimize labeling and handling
a variety of other problems related to real-world deployment. Although the de-
scription of a system sufficient for producing significant results in an important
application is itself of potential interest to Ubicomp practitioners, our detailed
analysis of design choices may be of especially strong interest.
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Abstract. Weight training, in addition to aerobic exercises, iS an important
component of a balanced exercise program. However, mechanisms for tracking
free weight exercises have not yet been explored. In this paper, we study
methods that automatically recognize what type of exercise you are doing and
how many repetitions you have done so far. We incorporated a three-axis
accelerometer into a workout glove to track hand movements and put another
accelerometer on a user’s waist to track body posture. To recognize types of
exercises, we tried two methods: a Naive Bayes Classifier and Hidden Markov
Models. To count repetitions developed and tested two algorithms: a peak
counting algorithm and a method using the Viterbi algorithm with a Hidden
Markov Model. Our experimental results showed overall recognition accuracy
of around 90% over nine different exercises, and overall miscount rate of
around 5%. We believe that the promising results will potentially contribute to
the vision of a digital personal trainer, create a new experience for exercising,
and enable physical and psychological well-being.

1 Introduction

Exercise is an important contributor to physical and psychological well-being.
Regular exercise reduces many chronic diseases, such as heart/cardiovascular
diseases, diabetes, hypertension, obesity, etc [1][2][3]. A recent Surgeon General
report indicated that approximately 300,000 U.S. deaths are associated with obesity
and overweight each year. Proper exercises and related interventions are effective in
ameliorating symptoms and improving health [4].

To help people exercise effectively, several recent works focus on tracking and
user feedback via exercise management systems. For example, in the category of
aerobic exercises such as bicycling, swimming, and running, there are accelerometer
and GPS-based pedometers to track running pace and distance, ECG monitors to track
exertion [5], and electronic exercise machines such as treadmills, elliptical trainers,
stair climbers and stationary bikes. Weight training, in addition to aerobic exercises, is
an important component of a balanced exercise program [6]. However, mechanisms
for tracking free weight exercises have not yet been explored. Weight training
involves combinations of different types of exercises, varying weight amount to lift,
number of repetitions and sets to be done, and so on. Managing a diverse training
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sequence should be well supported on site. During the process of working out, people
may forget their progress, skip steps, or miscount a sequence. Even though people
may try to organize by keeping notes on their progress, this is tedious and easily turns
the workout into a chore.

We are exploring several applications in weight exercise management. The first is
an exercise tracker: a system which automatically keeps track of your progress of free
weight exercises. You only have to focus on doing the exercises without worrying
about remembering your progress. It can be accessed anytime, anywhere: this system
is embedded in the mobile device that you normally bring with you when you walk
into a gym, illustrated in Fig. 1. You can check it before, during, or after your training
process. The second application is an exercise planner: you can review your exercise
history from the mobile device and this system can help you design a proper exercise
plan. Eventually we would like to build a digital personal trainer: it warns you if you
exercise too hard or in incorrect form.

Fig. 1. Scenario of an exercise tracker

This paper focuses on exercise tracking: it explores methods that automatically
recognize what type of exercise you are doing and how many repetitions you have
done so far. In fact, recognizing exercise types belongs to the area of activity
recognition, which has been extensively explored in the past few years. In this work,
we applied some well-studied methods and found that these methods can also achieve
good results in our application. We first incorporated a three-axis accelerometer into a
workout glove to track hand movements, and put another accelerometer on a user’s
waist to track body posture. We investigated the effectiveness of two methods to
recognize exercise type: Naive Bayes Classifiers and Hidden Markov Models. In
addition, since the number of repetitions is another important factor of weight
training, merely recognizing types of exercises is insufficient for an exercise tracker.
So, we developed and tested two methods to count repetitions: a peak counting
algorithm and a method using the state sequence predicted by Hidden Markov
Models.

Experimental results proved that the methods can be applied to a variety of
exercises, users, and conditions. For the exercise recognition goal, it achieved 95%
accuracy based on single user data, and the accuracy was around 85% when we cross-
validated training results with new user data. For the counting goal, both proposed
methods achieved around 5% miscount rate in general, which means if a user
performs 100 repetitions, the system may miscount by less than 5 repetitions. The
experimental results were based on exercise data we collected by asking ten subjects
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to perform nine different exercises, with different weight settings. The total length of
the data was 9740 seconds (162.5 minutes), with a total of 4925 repetitions.

The remainder of this paper is organized as follows. Section 1 describes the related
work. Section 2 describes a taxonomy of exercises and the rationale for using
accelerometers to approach free weight exercises. Section 3 presents the development
and evaluation of the algorithms. Finally, Section 4 states our future work and
conclusions.

2 Related Work

The related work is categorized into the following two categories: exercise-specific
work and studies of activity recognition. In the first category, FitLinxx [7] used
sensors to track the usage of weight machines and showed training progress on a
built-in display. Nonetheless, their sensors and tracking methods cannot be directly
applied to free weight exercises, since FitLinxx only tracks predefined exercise
routines on specific machines, and cannot perform the initial identification of type. In
addition, iPod + Nike [8] tracked jogging and used music feedbacks to promote a new
exercise experience. In fact, both products promote the idea of a digital personal
trainer to coach exercise. As for research projects, House_n [9] is building a system to
recognize gym- and exercise-related activities with accelerometers. They also intend
to better estimate calorie expenditure in real time, which is different from our goal of
tracking and eventually creating a digital personal trainer for free weight exercises.

In the category of activity recognition, there have been a large number of studies
using different sensors, including accelerometers, gyroscopes, microphones,
barometers, RFID readers, and GPS units, to recognize a variety of activities, and
those studies use a variety of different machine learning techniques. Rather than
developing brand new techniques, we applied and extended existing work to test the
applicability within this new domain. For example, Mithil [10] and House_n [11]
have shown great success using accelerometers to recognize activities such as
walking, running, bicycling, etc, so we adopted their methods in which a Naive Bayes
Classifier was used to classify features extracted from sliding windows. We further
leverage the characteristics of free weight exercise. For example, we only used
accelerometers, rather than using both accelerometers and gyroscopes as in Minnen’s
work [12]. The design choice was based on the observation that sensors attached and
constrained to gloves should be rotated with less degree of freedom in compare to
being rotated freely in the air with no constraint (i.e. fixed on hands) and using only
accelerometers is sufficient. The gravity effect on accelerometers was therefore
emphasized and extracted as an extra feature. In fact, both their and our approaches
achieved comparable 80~90% recognition accuracy. Hidden Markov Models have
been widely applied. For example, Ward [13] and Georgia Tech Gesture Toolkit [14]
applied HMMs to acceleration data. Moreover, Benbasat [15] identified a
forward/backward (or a combination of both) hand movement as an atom, and they
regarded a gesture as a composition of gesture atoms. Similarly, we identified
“atoms” in acceleration data to count repetitions with two different approaches.

More techniques were proposed to contribute to the area of activity recognition.
Minnen [12] made an unsupervised learning technique to avoid labeling effort. They
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first used information theory to identify best motifs, and then, they applied HMM to
learn motif sets, which is exactly what we applied to our work. Wynatt [16] and
Hamid [17] also proposed similar methods. In addition, Lester [18] applied the
AdaBoost technique to let algorithms selecting best set of features, which is different
from traditional approaches and what we did in this work to tune features manually.
As for the settings in evaluation, we applied methods to recognize sets in isolation,
rather than to recognize the entire exercise session. In future work, we would address
this harder setup, as those by Lester[16], Ward[13], and Subramanya [19].

3 Approaching Free Weight Exercises with Accelerometers

This paper addresses two goals. The first recognition goal is to detect what type of
exercise a user is doing. The second counting goal is to count how many repetitions
she has been performing so far. To approach them, we provide a taxonomy of free
weight exercises, discuss the accelerometer-based approach, and provide rationale and
deployment details.

3.1 The Taxonomy of Free Weight Exercises

To fulfill the goals, we have identified the most common, representative free weight
exercises in the gym environment in Table 1. Each exercise listed here is common and
representative in a sense that people frequently use those exercises to train each
individual muscle group in the human body [20]. Exercises are listed based on the
muscle groups they are designed to train. For example, to train the arms, people often
perform bicep curls for biceps and tricep curls for triceps. To train the upper body,
users perform bench press and flye to work on their chest muscles. They also perform
bent-over row to strengthen their upper backs, and use lateral raise to train shoulder
muscles. Finally, in the lower body category, people use deadlift to train quadriceps
and standing calf raise to train calves. Table 1 also lists the posture required to
perform each exercise. The details of how to perform each free weight exercise can
be found in reference [21], and some of the exercises will be explained in section 2.2
and section 2.3. We regard these exercises as the targets of our paper and we want to

Table 1. Representaive and commonly performed exercises for each muscle group

Exercise Muscle groups Body part Posture
1 Biceps curl Biceps Arms Standing/Sitting
2 Tricep curl Triceps Standing/Sitting
3 Bench press Lying
4 Flye Chest Lying
5 Bent-over row Upper back Upper Body Standing
6 Lateral raise Shoulders Standing
7 Overhead dumbbell press Standing/Sitting
8 Deadlift Quadriceps Standing
9 Standing calf raises Calves Lower Body Standing
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figure out whether it is possible to track them well. Throughout this paper, these
commonly performed exercises are used as examples to explain our work and as
baselines to test our system, in order to prove that our system is applicable to real
world gym environments.

3.2 The Accelerometer Glove and the Posture Clip

To track the various free weight exercises listed in Table 1, we use accelerometers and
incorporated acceleration data with machine learning techniques. Since in free weight
exercises people hold and move weights, shown in Fig. 3, we instrumented a three-axis
accelerometer onto a workout glove on the right hand, shown in Fig. 2-(a). We say this
setting is applicable because people usually wear workout gloves when they perform
free weight exercises. We call it the accelerometer glove throughout this paper. The
three-axis accelerometer used is an off-the-shelf product, called WiTilt v2.5 by Spark
Fun Electronics [22]. WiTilt v2.5 employs a FreeScale MMA7260Q triple-axis
accelerometer. The accelerometer samples acceleration at a frequency of 80 Hz and in
the range of +/- 1.5g. In addition, WiTilt v2.5 has Bluetooth wireless connectivity.

(b)

Fig. 2. (a) The accelerometer glove and the directions of three axes on the accelerometer. The
z-axis is vertical to the palm. (b) The posture clip.

In addition to hand movements, it is also important to differentiate whether people
are standing or lying on a bench. For example in Fig.3, the hand movement of the
overhead dumbbell press is quite similar with the hand movements of bench press, in
that people push free weights straight up to the air in both cases. But these two
exercises are essentially different because the posture of lying down makes chest
muscles to be trained in bench press, while standing/sitting helps training shoulder
muscles in the overhead dumbbell press. Therefore, we use a complementary posture
clip to detect postures during exercises, shown in Fig. 2-(b). The posture clip is also
made of a WiTilt v2.5 three-axis accelerometer.

Considering the trade-off between accuracy, cost, and the nature of exercises
themselves, we claim that it is sufficient to use only accelerometers to track free
weight exercises. Although accelerometers are much less expensive and much smaller
than Inertia Measurement Systems [23], three-axis accelerometers cannot track the six
degrees of freedom that Inertia Measurement Systems can. However, because human
motions are relatively restricted, the inherently lower variation of acceleration
patterns sensed by accelerometers fixed on gloves should be sufficient for tracking
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Fig. 3. Illustrations of (a) overhead dumbbell press, (b) bench press, (c) bent-over row, (d)
lateral raise, (e) bicep curls, and (f) deadlift

free weight exercises well. In fact, results of this paper do justify that using
accelerometers are sufficient to track free weight exercises. In addition, we have once
considered putting accelerometers on free weights and use free weights themselves to
track exercises. However, as we have just mentioned, the incapability of sensing six
degrees of freedom keeps us from going in this direction.

The other important focus of tracking free weight exercise is to know how much
weight a user is lifting. This can be enabled by simply attaching RFIDs on free
weights, instrumenting a glove with an RFID reader, and keeping RFID-weight
mappings. As the RFID-related work [24] is pretty mature, we are not focusing on
this in our paper and consider it as future work when we are building a real system.

3.3 Acceleration Responses for Free Weight Exercises

In this subsection we discuss how different exercises result in different acceleration
patterns and how repetitions of exercises respond in acceleration data, which serve as
a basis to design algorithms described in Section 3.

Recognition Goal (how exercises differ from each other in acceleration data)

With the accelerometer glove and the posture clip, let's take a look at the acceleration
data resulting from the nine exercises in Fig. 4. We only plot the data from the
accelerometer glove to maintain legibility. Some of them are quite distinct from each
other, which is due to both the characteristics of exercises and the characteristics of
accelerometers themselves. For exercise characteristics, movements from different
exercises impose acceleration in different axes, which we called the major axis. As
for accelerometer characteristics, since different exercise postures make different axes
vertical to the ground, gravity affects acceleration readings in the corresponding axes,
which we called the gravity effect. For example, although both the overhead dumbbell
press and the bent-over row cause acceleration in the same y-axis' (see references in
Fig. 2 and Fig. 3), the average acceleration magnitudes are different. It’s the gravity
effect making the difference: in the overhead dumbbell press, hands are raised up
such that the positive direction of y-axis faces down to the ground, so gravity makes
the acceleration value larger. On the contrary, gravity pulls the acceleration value of

! Since there are three axes in both the acceleration glove and the posture clip, for cases where
we don’t explicitly state where the axis is from, by default we mean the axis from the glove.

2 When an axis directs to the ground and the accelerometer is stable, the accelerometer returns
value around 800 (+1g). When the axis faces to the air, it returns value around 200 (-1g).
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bent-over row and makes it smaller. The similar idea can also be applied to the
comparison of deadlift, standing calf raise, and bent-over row. They are similar
because they all impose acceleration in y-axis, and they all have the same gravity
effect because all y-axes face up. However, deadlift and standing calf raise are
different from bent-over row because the body movements in deadlift and standing
calf raise make the posture clip move up and down in the y-axis on the clip whereas
bodies stand still in bent-over row.

Take another example, the bicep curl shown in Fig. 3. It’s an exercise in which
users bend their arms to curl the weights toward their shoulders, and lower their arms
to the starting position. The arm-bending movement not only induces acceleration in
the z-axis, but gravity also affects the acceleration readings of the y and z axes
alternately: while the arms are bent at the closest position to the shoulders, the y-axis
is affected the most by the gravity. In contrast, the z-axis has the largest gravity effect
while arms are in the horizontal position during the bending movement. Other
exercises such as tricep curls, lateral raise, and flye all lie in the same family. They
are similar because they all create acceleration change in more than one axis, but they
are different in the combination of axes and in the directions facing ground, i.e.
different gravity effect.

1o Bicep curls 1am Bench press

800

o0t

acceleration
acceleration
acceleration
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200
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Fig. 4. Acceleration data from the acceleration glove in each of the nine exercises. X-axis is
shown with blue circles. Y-axis is shown with green diamonds. Z-axis is shown with red stars.
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Counting Goal (how repetitions of exercises show up in acceleration data)

Here we take the overhead dumbbell press as an example to explain how repetitions
of free weight exercise show up in acceleration data. In general, people start this
exercise by keeping the dumbbells to the sides of the shoulders (starting position).
Then, they smoothly lift the dumbbells overhead until the arms are straight (forward
movement). They slowly lower the dumbbells back to the starting position (it’s called
a backward movement), and repeat. In general, repetition pattern of all free weight
exercises includes a starting position, a forward movement, and a backward
movement. Fig. 5 shows the pattern of repetitions for the overhead dumbbell press.
As we can see from Fig. 5, there exists a repetition pattern in acceleration and we give
the reason for such pattern in the following. During the overhead dumbbell press,
since the user’s hand goes in the “negative” direction of y-axis in the glove during the
forward movement (Fig. 2), muscles should induce “negative” acceleration to turn
the velocity of the hand to “negative” and make it move. Around the end of the
movement, she has to slow down her hand and stop her hand in the air, so “positive”
acceleration occurs to turn the negative velocity of her hand to zero. As a result, the
acceleration starting as negative and turning to be positive makes the pattern look like

a “right L’ (V  because the shape of the forward movement is similar to the second
stroke of the letter ) . On the other hand, the backward movement makes the pattern
look like a “left L~ ("\).

1000

900 I
g [N - ‘
™ >
; mm w
:
:
:
= [N} .\; 1

Ly
B0 . . . —f
o 200 400 BOO 800 1000

samples

Fig. 5. The acceleration data in the y-axis of the glove while doing overhead dumbbell press.
The rectangles mark repetition patterns and patterns of “left/right L.

Nonetheless, the repetition pattern may vary from the “left / right £ form. In some
cases, the right end of “left L overlaps with the left end of “right L and merges into

a "V" shape N ) (or into the shape of \/\Iif the right end of the “right L overlaps
with the left end of the “left L), also shown in Fig. 5. Such a case happens if users do
not pause and start the backward movements right after forward movements. We
found that occurrences of the merging situations are exercise-dependent. For example,
in the lateral raise exercise, users tend to pause for a short while when their hands are
lifted to the horizon, which causes the "left £ " plus "right X" pattern. The case
happens in deadlift as well. On the contrary, in the bicep curl exercises, users usually
put their hands down right after they curl their hands up to the highest position. As a
result, we must design an algorithm able to count repetitions whether a waveform has
“left L plus “right L’ shapes, or the overlapped version “V”. In other words, we
must be able to consider whether users pause between forward and backward
movements.
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4 Algorithms and Experimental Results

This section presents several algorithms we have used to achieve the recognition goal
and counting goal, along with experimental results. In summary, these algorithms
follow the diagram shown in Fig. 6. Acceleration data is first streamed from an
accelerometer glove and a posture clip. Data is then fed into the fype recognizer
which serves the recognition goal. After the recognizer recognizes what type of
exercise a given segment of a data stream belongs to, it labels the acceleration data
streams with a type and feeds them into the repetition counter. Then, because
different exercises cause acceleration in different axes, the repetition counter, serving
the counting goal, counts the number of repetitions from the acceleration data in the
corresponding axis based on the type labeled. Finally, the repetition counter reports
the type of exercise and how many repetitions a user performed. Such reports can be
used by many possible weight exercise management applications in the future.

For the recognition goal, we present a set of features we selected and we show how
we applied them to Naive Bayes Classifier (NBC) and Hidden Markov Model
(HMM), which are chosen based on past success [10][11][13]. We do not mean to
constrain to these two methods. These methods are used to verify the selected features
and hardware settings. For the counting goal, we developed algorithms that detect
peaks in acceleration data and detect repetitions in the state sequence predicted from
Hidden Markov Model. In addition, this paper compares the pros and cons of the
algorithms in the experimental results subsections.

| Repetition Counter

* Acceleration data streams labeled with TYPE
| Type Recognizer

|—‘—| Acceleration data streams

| Accelerometer | | Posture Clip

Fig. 6. Flow diagram

4.1 Algorithms of Recognition Goal

Naive Bayes Classifier and Hidden Markov Model

Here we briefly introduce how to use Naive Bayes Classifier and Hidden Markov
Model. For the NBC, first features are extracted from sliding windows on acceleration
data streams, each sliding window overlaps 50% with its adjacent windows. Then, the
feature vector of each sliding window is fed into a NBC, which has been trained with
other feature vectors into a Gaussian mixture. The NBC classifies each sliding
window as a certain type of exercise based on the highest likelihood. Finally, the
algorithm collects and reports a continuous sequence of windows with the same
classified type. For HMM, we have to train a separate HMM for each individual
exercise. Given any sequence of interest, the algorithm first extracts and transforms
data as a stream of features. Then, it calculates likelihoods from each trained HMM.
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Finally, it classifies the sequence to a specific type based on the HMM with the
largest likelihood.

The Feature Space

Based on the discussion in section 2.3, we selected a set of features to identify the
major axes, the gravity effect, and the correlation feature. The major axes are the axis
in which users impose acceleration (for the particular exercise). The correlation
feature is used to capture whether an exercise imposes acceleration in multiple axes at
the same time. In particular, we customized the feature calculation while applying
them to NBC and HMM: in NBC we calculated a feature vector for each sliding
window while in HMM we transformed the stream of acceleration to a stream of
features.

To identify the major axes, we found that it didn’t achieve good accuracy if we
directly applied raw acceleration data. Therefore, we integrate it to some extent to
achieve good results. In NBC, an energy feature was chosen; we first applied Fast
Fourier Transform to a sliding window and calculated the summation of the results. In
other words, it summed up the squared magnitudes of waves. It is also divided by the
window size to make the result independent of window size. In HMM, the velocity
feature was chosen. It not only presents lower order than acceleration data, it also
allows HMM to model temporal relationships, since velocity of a time point depends
on the velocity of the previous time point. Velocity is the integral of acceleration and
is approximated by cumulatively summing over acceleration and adding an
adjustment factor that keeps the velocity over time from diverging. The adjustment
factor works as the constant component in the integration equation. Doing this can
make sure the calculated obeys the nature that after a long period of time, the velocity
of human hands should still change between positive, zero and negative values, rather
than diverging.

To capture the gravity effect, the peak magnitude feature is captured. It’s
calculated as the average magnitude values of positive and negative peaks in a sliding
window. In particular in HMM, the peak magnitude of a sample in time ¢ are
calculated as the average positive and negative peak magnitudes in the sliding
window centered in ¢ (e.g. the sliding window of [t-win/2, t+win/2]). In fact, before
we finalized the feature set for HMM, we didn’t choose peak magnitudes as features.
Instead, we used only raw acceleration data and tried to model peaks with more states.
For the case between flye and bench press, it turned out raw acceleration feature
didn’t work well. There reason is the following. Since the acceleration in y-axis of
bench press vibrates in the “sub-range” where the acceleration of flye vibrates (see
Fig. 4), the acceleration of bench press falls exactly in the Gaussian mixture in the
Hidden Markov Model of flye, which was trained to model acceleration of flye falling
in the sub-range. As a result, it produced an ambiguous likelihood. The feature of
peak magnitudes, instead, can avoid this problem by only providing information that
acceleration of flye vibrates “larger” than bench press.

Finally, the correlation feature is calculated in the same way as first major-axis
feature (i.e. the energy for NBC and the velocity for HMM), but it’s calculated from
the acceleration difference between each pair of axes. There are a total of four pairs of
axes we consider, including every pair of axes from the accelerometer glove, (e.g. x-y,
y-z and x-z in the glove), and the pair of the y-axis from the acceleration glove and
from y-axis in the posture clip (e.g. y_glove-y_posture). The reason we choose the
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pair of y_glove and y_posture is to capture that the posture clip is moved up and down
in y-axis in deadlift and standing calf raise, described in section 2.3. In addition, both
the first and second features are calculated for each of the three axes from the
accelerometer glove and the three axes from the posture clip. As a result, there are 22
features in a feature vector. Features are globally standardized so as to avoid
numerical complications with the model learning algorithm.

4.2 Evaluation of Recognition Goal

To figure out whether the algorithms can be applied to a variety of users, say users
with different gender, height, weight, level of experience with free weight exercises,
etc., we collected data by asking ten subjects to perform the nine exercises listed in
Table 1. There were eight male and two female subjects. To figure out whether the
algorithms work well in different situations, we designed a data collection process in
which we asked subjects to perform exercises with dumbbells of different weights.
Weight difference is assumed to affect users’ exercise performance. For example,
light weights make users perform faster. Heavier weights cause users to move slower
and may affect users’ form.

Before collecting data, we showed subjects (or helped them review) how to
perform each of the nine exercises. Then we asked subjects to do each exercise in
three sets. Subjects performed 15 repetitions of each set and we manually started and
stopped the recording process around each set. In addition, each set was designed with
a different weight setting. We asked subjects to do the first set with normal weights,
the second set with heavy weights, and finally the third set with light weights. Since
the term of heaviness varies from subject to subject, depending on experience of free
weight exercises, gender, height, etc., we asked subjects to decide the suitable
heavy/light weights. Subjects stopped exercising if they felt tired. On the other hands,
we let subjects do more than 15 repetitions if they could. In summary, we have
collected data for 9740 seconds (162.5 minutes), with a total of 4925 repetitions. We
applied methods to sets in isolation, rather than to the entire exercise session. In future
work, we will address this harder setup.

Here we give details of the implementation of the algorithms. The implementation
is based on the Bayes Net Toolbox in Matlab [25] and HMM Toolbox in Matlab [26].
The acceleration data streams are filtered with a low-pass filter before feature
calculation. For NBC, each sliding window 256 samples long, approximated as a
duration of 3 seconds at the sampling rate of 80Hz. The duration is selected to be
large enough to capture dynamics in exercises. For HMM, each Hidden Markov
Model was trained with parameters of one mixture and optimal number of states,
which was around 3.

Two Cross-validation Protocols and Results

We tested both algorithms with two cross-validation protocols. The first user-specific
protocol checks the algorithmic robustness for each single user, under different
weight situations. Classifiers were trained on two out of three weight settings for each
subject and tested on the remaining weight setting. This user-specific protocol was
repeated for all ten subjects. The second leave-one-subject-out protocol aims to
understand the robustness under user variety. Classifiers were trained on all the data
from all subjects except one. The classifiers were then tested on the data from the



30 K.-h. Chang, M.Y. Chen, and J. Canny

only subject left out of the training set. This leave-one-subject-out validation process
was repeated for all ten subjects.

Table 2 lists the confusion matrices and recognition accuracy of the NBC using
two cross-validation protocols. The user-specific protocol results in an overall 95%
accuracy listed in Table 2-(a). The leave-one-subject-out protocol shows an overall
accuracy of 85% in Table 2-(b). Table 3 lists the confusion matrices and recognition
accuracy of Hidden Markov Models using the leave-one-subject-out protocol. As
Hidden Markov Models can recognize the exercise type of a long sequence of data,
Table 3-(b) lists the accuracy of each set. Nonetheless, to compare with NBC, we

Table 2. Confusion matrices and recognition accuracy of Naive Bayes Classifier by (a) the
user-specific protocol and (b) the leave-one-subject-out protocol: number in (7, j) of the matrix
means number of sliding windows in exercise i recognized as exercise j

(a) User-specific protocol (b) Leave-one-subject-out protocol

E38225%%° EE2.z5%5%¢

M =MxMmJdO A wn MM MO0 A v
Bicep 6490 0 0 0 1 1 0 0 099 Bicep 6510 0 0 0 0 0 0 0 1.00
Tricep | 0663 0 0 0 0 0 0 O 1.00 Tricep | 0663 0 0 0 0 0 0 0 1.00
Bench. | 0 07911 0 0 0 0 0 099 Bench| 0 0675117 0 0 0 0 0 0.5
Flye | 0 0 147750 0 0 0 O 098 Flye| 0 0 20769 0 0 0 O O 0.97
Bent. | 0 0 0 05200 0 2 0 099 Bent. |0 O 0 043920 0 55 1 0.84
Later. | 0 0 0 O 1590 1 2 099 Later.| 0 0 0O O 45950 0 4 098
Over. |0 O 0 0 0 05220 0 100 Over.|9 3 0 0 0 05100 0 0097
Dead. | 0 0 0 0 6 3 061243 092 Deadl. | 0 0 0 0 14 0 0 393257 0.59
Stand. | 0 0 0 0 O O O 15551 097 Stand. | 0 0 0 0O O O 0O 58508 0.89

Table 3. Confusion matrices and recognition accuracy of Hidden Markov Model by the leave-
one-subject-out protocol. (a) The number in (i, j) of the matrix means number of sliding
windows in exercise i recognized as exercise j. (b) The number in (i, j) of the matrix means
number of sets in exercise i recognized as exercise j.

(a) Window-based (b) Sequence-based
5822253 ¢ ¢ 588 .255% %
REAER 38483 RERea ISR

Bicep 640 1 0 0 0 9 0 0 0 098 Bicep |36 0 0 0 0 0 0 0 0 1.00
Tricep | 06510 0 0 0 10 0 0 099 Tricep | 034 0 0 0 0 0 0 O 1.00
Bench | 0 06921000 0 0 0 O 0.87 Bench [0 0325 0 0 0 0 0 0.86
Flye |0 0 87670 0 0 0 0 093 Flye |0 0 231 0 0 0 0 0 0.94
Bent. [14 0 0 049710 0 1 0 093 Bent. |1 0 0 0292 0 0 0 091
Later. [0 O O O 155860 0 0 097 Later. [O O 0 0 1310 0 0 097
Over. 5221 0 0 0 04470 0 0.86 Over. |30 0 0 0 029 0 0 0.90
Deadl. [0 0 0 0 0 O 056994 086 Deadl. |0 0 0 0 0 0 0 29 4 0.87
Stand. [ 0 0 0 0 6 3 0184372 0.67 Stand. |0 0 0 0 0 0 O 1120 064
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explicitly segmented data into sliding windows and used HMM to recognize data in
each window. This worked by feeding the stream of features of each window to
HMM. Table 3-(a) lists the results. As we can see, both methods achieved similar
results.

Nonetheless, when we tried to test HMM using the user-specific protocol, it turned
out the results were not acceptable. We do not list the results here. We believed that
the data was not sufficient to train HMM well in the user-specific protocol, since we
could only use data from two out of three sets to train the model, which was too few
for HMM. In addition, because of the fact that there are multiple state settings and
therefore multiple Gaussian mixtures to be trained in HMM, in comparison with only
one Gaussian Mixture in the NBC, the same amount of data that is sufficient is for
NBC may be too little for the HMM. Nonetheless, since we used the same feature set
in both HMM and NBC, we believe if we collect enough data from each individual
user in the future, HMMSs may achieve comparable results.

In general, the NBC performs well in the user-specific protocol, so we conclude
that the algorithm is robust for every single user, even with different weight settings.
The reasons are the following. Sometimes heavier weights made subjects perform
exercises slower, but the NBC is still able to capture the acceleration dynamics since
we chose big sliding windows. Sometimes their hands shook, but resulting signal
noise was filtered out by a low-pass filter. More importantly, there is a factor favoring
such results: we found individuals tended to perform exercises in consistent patterns.

However, consistent patterns by individuals don’t imply different users would
perform exercises with the same pattern. As a result, it shows worse performance in
the leave-one-subject-out protocol. For example, it is ambiguous between deadlift and
standing calf raise. The reason is that some subjects tended to do deadlift slowly and
caused smaller acceleration in y-axis, whereas some others performed standing calf
raise more abruptly and caused larger acceleration in y-axis. The two cases make
deadlift (with decreased acceleration) and standing calf raise (with increased
acceleration) alike; making it harder to differentiate them. Others including bent-over
row versus deadlift, bench press versus flye, and bent-over row versus lateral also
present a similar ambiguity. However, there was an important implication. Although
it showed that it’s less robust under a variety of users, the robustness of tracking
individuals leads us to an opportunity: calibration. Calibration done for each
individual user can boost the recognition performance, and such recognizers would
become persistent throughout the use of that user.

Discussion

In fact, the ambiguity problem comes from free weight exercises themselves: some
exercises would impose similar acceleration responses, on the hardware setting we
currently have. For deadlift and standing calf raise, situations would happen that just
can’t tell from the acceleration by the glove and clip. The acceleration only shows
people up and down in y-axis. Nonetheless, if we add extra accelerometers on thighs,
it’s easier to differentiate them, since people would have to bend their knees in
deadlift. Similarly, it could also help in differentiating bench press and flye if we add
another accelerometer on the upper arm. In other words, it’s a tradeoff between



32 K.-h. Chang, M.Y. Chen, and J. Canny

minimalist design and more clues for better accuracy. Actually, we have already made
the promise by adding an accelerometer clip, since posture is an important factor to be
captured.

Another solution is to try dynamic time warping (DTW) [27]. In particular, we
found that standing calf raise usually responses like a sharp peak and deadlift usually
performs like a rather flatter one. DTW may identify the shape difference better and
could give us more hints. As this could only be applied to deadlift and standing calf
raise at this point, I would say it’s only a partial solution.

In addition, based on the evaluation results, it turned out that the feature of simple
peak magnitudes was better than raw acceleration. This also led to another conclusion
that the dynamics of gravity effect should be well-captured to track free weight
exercises. Peak magnitudes achieved good results. However, dropping raw
acceleration from the feature space is actually not the best idea for the long term goal
of detecting whether users do exercise in a proper form, since raw acceleration data
contains the most details.

4.3 Algorithms of Counting Goal

Peak Detection

To count how many repetitions a user has done so far, we have to look at the
acceleration data, find the pattern that repeats itself, and count how many repetitions
there are. As we just mentioned, each exercise causes acceleration in certain axis (or a
combination of axes), which we have called the major axis. Experiments show that
we can avoid the noise that exists in the other axes and get better results if we find
patterns only in the major axis can. The major axis is chosen based on the exercise
type labeled on the acceleration data by the type recognizer. In Table 4, we list the
major axis that we chose for each of the nine exercises. For those exercises associated
with acceleration changes in two axes, such as bicep curl, we picked one of them as
the major axis.

In section 2.3, we mentioned that a pair of forward/backward movements causes
acceleration with a shape similar to the shape “left/right L or shape "V". From those
observations, we developed an algorithm that applies a strong low-pass filter with
high order to the acceleration data in the major axis. As an example shown in Fig. 7,
this can filter a pair of "left L" and "right L" waveforms into an overlapped shape
"Q", making the acceleration data follow "V" patterns. Then, the algorithm simply
counts the number of peaks in the resulting data. A peak is identified by checking
whether in data there is a decrease followed by an increase, and vice versa. We have
evaluated the algorithm with different parameters and will discuss the results next.

Table 4. The major axes chosen for free weight exercises

Major axis | Free Weight Exercises

X-axis Tricep curl

y-axis Biceps curl, bench press, flye, bent-over row, shoulder press, deadlift,
standing calf raises
Z-axis Lateral raise
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Fig. 7. (a) The raw acceleration data in the major axis (z-axis) of lateral raise and (b) the
acceleration data being applied with a strong low-pass filter

State Sequence in Hidden Markov Models

The peak detection algorithm is expected to depend strongly on the selection of a
good filter: it is necessary to find a low-pass filter with exact strength to correctly
filter data into "V" patterns. So, we decided to leverage the modeling power of
Hidden Markov Models for this problem. The Hidden Markov Model should be able
to model and tolerate the coexistence of the pattern of “left/right &’ and "?”, and
predict corresponding state sequences. We reduced the problem of counting
repetitions in acceleration data (with continuous values) into a problem of counting
repetitions in the predicted state sequence (with finite states). The algorithm worked
by first calling the Viterbi algorithm [28] to predict the state sequence from
acceleration data. Then, it counted the repeating patterns in the state sequence.

We trained a counting version of Hidden Markov Models for each exercise, using
the features extracted from the acceleration data in the major axis, listed in Table 5.
The features included acceleration and velocity, in which the calculation of velocity
has been described in section 3.1. In addition, features were normalized to make sure
it predicts a good state sequence: feature values were shifted to let its waveform
vibrate around the zero point and are scaled to be bounded by a specific range (td).
The reason is to model the pattern of “left/right L’ and "V”, because it’s more
important to model the change of the waveforms rather than absolute magnitudes.

4.4 Evaluation of Counting Goal

Peak Detection

To obtain the best filter, we tried a number of low-pass filters with different strengths
on acceleration data, and fed the filtered data into the peak detection algorithm. The
counting results are listed in Table 5, with filters of order n = 64, 96, and 128 samples.
The filter coefficients were generated by the firl *function by MATLAB, with order n
and with low-pass frequency of I/n of the Nyquist frequency. As the sampling
frequency of the accelerometers is 80Hz, the filters are on the order of 0.8, 1.2, and
1.6 seconds. As we can see, this simple algorithm achieves acceptable counting
results, which is less than five percent error rate. In other words, if a user performs

3 The firl function implements the classical windowed linear-phase FIR digital filter design

[29].
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100 repetitions of an exercise, the algorithm miscounts five reps. Nonetheless, the
bench press had a 16% of miscount rate. We found that since subjects lay on a bench
to do a bench press, some tended to have tiny preparation motion (by lowering arms a
little), before they pressed the dumbbells up, and caused more peaks to be counted.

The algorithm is simple, easy to implement, and achieves good performance, but
there are problems. Since the key is to successfully filter “left/right L patterns into
an overlapped version of "V", the choice of filter parameters thus becomes tricky. If
we choose a filter not strong enough, i.e. with smaller order, it may not be able to
merge into “V". However, if we choose a filter too strong, it may instead merge two
adjacent "V" together and increase the miscount rate. For example, the order of 64
gives bicep curl the best count accuracy, whereas deadlift must be applied with a filter
of order higher than 94 to achieve acceptable accuracy. Therefore, we can find in
Table 5 that there is not a filter setting that achieves the global best accuracy.

In addition, we can expect that the filter strength depends on how long a user
pauses between forward/backward movements. If a user pauses longer, for example
the user is using heavier weights, the order of a filter should be large enough to merge
the “left X and “right X" together, which makes a fixed filter setting more infeasible.

Table 5. Counting accuracy of the peak detection algorithm. The table lists results using low
pass filters of different strengths, each with order 64, order 96, and order 128. The miss count,
miss count rate, and the base actual count for each exercise are listed. *

Bicep Tricep Bench Flye Bent. Later. Over. Deadl. Stand.

Exercise curl curl  press row raise  press calfr.
Actual Count 596 566 640 561 535 507 523 570 541
Order | Miss Count 3 22 137 28 5 143 31 130 80

64 Error Rate | .0050 .0389 2141 .0499 .0093 .2821 .0593 2281 .1479
Order | Miss Count 8 18 105 19 17 41 61 25 36

96 Error Rate | .0134 .0318 .1641 .0339 .0318 .0809 .1166 .0439 .0665
Order | Miss Count | 25 36 127 43 58 85 161 49 108
128 | ErrorRate | .0419 0636 .1984 .0766 .1084 .1677 3078 _.0860 .1996

State Sequence Prediction with Hidden Markov Models

Table 6 shows that this method can achieve overall good accuracy. Here was the
process of the experiment. We first applied a low-pass filter of order n=32 to the
acceleration data, and extracted features to train each Hidden Markov Model. It
turned out that trained Hidden Markov Models can map hidden states to different
parts of a repetition: the starting position, the forward/backward movements, the
ending position of forward movements, and the pause between forward/backward
movements. Then, we selected one of the states as an anchor state, say the state of
forward movement, to serve as the evidence that the pattern repeats. In other words,

* Actual count is the number of repetitions subjects actually performed, which was manually
counted during data collection. Miss count is the absolute value of the difference between the
actual count and the count from the repetition counter. Error rate is calculated as miss count
over actual count.
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we count how many segments are predicted to be the anchor state. The error, as
expected, came from the incorrect prediction of the state sequence, which might
results from noise or different user patterns. The errors can be categorized as
insertion, deletion or substitution errors, which could be solved using sequence
reconstruction [30] or autocorrelation. We leave this as our future work. Similar to the
peak counting algorithm, bench press cannot be counted well because of the
preparation motions some subjects did.

Table 6. Counting accuracy of state sequence in Hidden Markvo Model. The miss count, miss
count rate, and the base actual count for each exercise are listed.

. Bicep Tricep Bench Flye Bent. Later. Over. Deadl. Stand.
Exercise

curl curl  press row  raise  press calfr.
Actual Count 596 566 640 561 535 507 523 570 541
Miss Count 8 19 90 44 18 4 47 26 41

Error Rate .0134 .0336  .1719 .0784 .0336 .0073 .0899 .0456 .0758

Discussion

For counting algorithms, although the filtering and peak counting approach can count
pretty well, without really looking into data patterns, it is less adaptive. One way to
improve it could be using FFT to approximate the length of repetition first and then
applying an adaptive filter to the data. The approach of the state sequence and Hidden
Markov Model is of course more adaptive, but it requires more work to train. Another
outcome of the peak detection algorithm is to help detect improper form. It’s
important to maintain constant and reasonable speed doing free weight exercise, and
measuring the duration between peaks can help achieve the goal.

5 Conclusion and Future Work

The paper proposes a new application domain with free weight exercises: an exercise
tracker, an exercises planner, and a digital personal trainer. It describes a feature space
and the evaluation of methods to track free weight exercises. We incorporated a three-
axis accelerometer into a workout glove to track hand movements and put another
accelerometer on a user’s waist to track body posture. With the accelerometer
settings, both approaches of Naive Bayes Classifier and Hidden Markov Models
resulted in around 90% accuracy to recognize the types of exercise. We also
developed a peak counting algorithm and used state sequence with Hidden Markov
Model to count how many repetitions you have done so far, which achieved around a
5% miscount rate. We also discuss the implications in the evaluation sections.

One of our future works would be developing a real-time system in mobile devices.
To achieve that, we have to first train a garbage model for movements that do not
belong to any of the target exercises to avoid false positives. In addition, we are
planning to model exercises in detail in order to detect improper form, which would
be able to serve as the basis of a digital personal trainer.
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Abstract. This study has created the Playful Tray that adopts Ubicomp and per-
suasive techniques into play-based occupational therapy for reducing poor
eating behavior in young children after they reached their self-feeding age. The
design of the Playful Tray reinforces active participation of children in the ac-
tivity of eating by integrating digital play with eating. Results of a pilot user
study suggest that the Playful Tray may improve child meal completion time
and reduce negative power play interactions between parents and children, re-
sulting in an improved family mealtime experience.

1 Introduction

Recently, many Ubicomp researchers have been working on applying digital technol-
ogy to modify human behavior [1] [2] [3]. This area is known as persuasive comput-
ing [4]. From a computing perspective, persuasive computing involves designing and
developing digital technology that not only can automatically sense and track behav-
ior, but can also engage people via intelligent interaction to motivate or influence
their behavior. From an occupational therapist perspective, persuasive computing
involves extending the reach of occupational therapists from their treatment clinic into
the actual living environment of a client, enabling the therapists to utilize Ubicomp
technology to implement an effective behavior intervention program at the place
where the client’s target behavior occurs and when the treatment is most effective.
This work targets mealtime behavior, one of the most frequently cited problems by
parents of young children [5]. Despite nutritional concerns, spending excessive time
to eat a meal affects the participation of children in daily school and family routines,
and often contributes to negative parent-child interaction during mealtime [6]. For
example, poor eating habits at home by children can cause stressful confrontations
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with parents, often taking the form of a power play involving mental persistence and
pitting parental persuasion against unrelenting refusal from the children. At school,
children who eat lunch slowly are likely to experience frustration resulting from the
disapproving looks of teachers or the scorn of their peers. Delayed meal completion
may also reduce the time available to children to engage in after-lunch activities. To
address this eating behavior issue, this study has designed and implemented the Play-
ful Tray as a tool to assist occupational therapists and parents in reducing poor eating
behavior in young children. This tool can be used either at home or in school. A pilot
user study where autistic and non-autistic children with mealtime problems partici-
pated suggested that the Playful Tray may improve child meal completion time when
compared to traditional parental verbal persuasion. Results also suggest that the Play-
ful Tray may reduce negative power play interactions between parents and children.

Fig. 1. On the left, a young child is performing her imitation skit and not paying attention to
eating her food. By the time her parents are done with their meals, her meal is hardly touched.
By then, her parent will become angry with her. Her parent’s angry voice will also wipe out her
appetite. On the right, this young child is actively eating to interact with the Playful Tray.

The Playful Tray is embedded with an interactive game played over a weight-
sensitive tray surface, which can recognize and track the natural eating actions of
children in real time. Child eating actions are then used as game inputs. As shown in
Fig. 1, engaging children in this fun interactive game motivates the children to change
their eating behavior. This design connects and integrates the fun part (coming from
the digital game activity) with the activity of eating. We believe that this is the main
reason why the Playful Tray may be effective in reducing poor eating behavior in
young children.

The tray design is based on learning theories and the key components of playful-
ness [7] [8], including intrinsic motivation, internal control, and suspension of reality
described in more detail in Section 2. The design reinforces active participation of
children in the activity of eating by integrating digital play with eating, thus making
mealtimes more enjoyable for both parents and children. Additionally, the flexibility
of the digital game control enables occupational therapists to easily grade the chal-
lenge to match the ability of the child. For example, changing the weight sensibility of
the tray affects the size of the bites required to trigger a game response.
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Traditional eating behavior interventions depend heavily on parents actively modi-
fying their behaviors and interactions with children during mealtimes [9]. For exam-
ple, therapists seek to modify parent behaviors by teaching mealtime related parenting
skills via didactic instruction, modeling, role playing, and behavioral rehearsal and
structured home programs. We would like to clarify the intention of the Playful Tray
is not to replace occupational therapists and the training they provide to parents on
how to interact with young children, but to be used as an assistive tool that supple-
ments the skills taught by occupational therapists. This work hypothesizes that by
using the Playful Tray, it can assist parents to enhance children’s motivation to eat.
Results of a pilot user study involving the use of the tray by young children with eat-
ing problems suggested that the Playful Tray may address these hypotheses.

The remainder of this paper is organized as follows. Section 2 provides an over-
view of play-based feeding behavior intervention. Section 3 then states the design
considerations for the playful tray. Next, Section 4 presents the design and implemen-
tation. Section 5 then describes the user studies and results. Subsequently, Section 6
discusses related work. Finally, Section 7 presents our conclusions and future work.

2 Play-Based Feeding Behavior Intervention

“Play is a child’s way of learning and an outlet for his innate need of activity” [10].
For a child, any activity can be turned into a game. Children often engage actively and
fully in an activity only if that activity includes the critical ingredients of play. There-
fore, traditionally, pediatric occupational therapists (OTs) frequently leverage the
desire of children to play as an effective means to cultivate the general skills and
abilities needed to perform their functional activities. This is an indirect approach of
training children in general skills via play activities, rather than directly targeting
specific functional activities. For example, by feeding dolls or scooping play dough
from one container to the other, children can improve their fine motor skills and the
eye-hand coordination required for eating. However, this indirect approach suffers
from the problem that improvements in perceptual-motor skills do not guarantee im-
proved performance in the target functional activity, i.e., self-feeding. A more direct
approach is to make the target functional activity playful to engage the child into
active participation.

According to the model of human occupation (MOHO) [11], an occupational be-
havior such as eating is the result of the organization of three subsystems of a person:
volition, mind-brain-body performance and habituation. To develop children’s func-
tional ability and become a part of their daily routines, they first need to have motiva-
tion to participate in the target behavior and sufficient physical and mental functions
to meet the need of performing the target activity. Based on MOHO, this work devel-
oped a play-based occupational therapy model for designing the playful tray shown in
Fig. 2. In this model, the three subsystems are facilitated by applying theories of play-
fulness and reinforcement into the design. According to theories of play and playful-
ness [8], play comprises three primary elements: intrinsic motivation, internal control,
and suspension of reality. Intrinsic motivation means that the individual pays more
attention to the process than to the product or outcome. It is the activity itself rather
than its consequences that attracts the individual to active participation. Moreover,
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internal control is defined as individuals being in charge of their actions and at least
some aspects of the activity outcome. Suspension of reality refers to the pretend qual-
ity of play. The three elements of play comprise the foundation of activity design. To
successfully induce active child participation in an activity, activity designs should
provide a strategy to elevate the degree of intrinsic motivation (less extrinsic motiva-
tion), internal control (less external control), and suspension of reality. Mind-brain-
body performance refers to an individual’s physical and cognitive capability to
perform a target activity. Introducing digital play into an activity design should avoid
increasing the physical and cognitive difficulty levels beyond those in the target activ-
ity. For example, the digital play in our Playful Tray adopts the strategy of using natu-
ral eating actions, which all children know how to do, to play a game.

On the other hand, acquisitional theory views behavior as a response to an envi-
ronment [12]. The environment thus either reinforces behavior or fails to provide
positive reinforcement by instead giving no reinforcement at all. Positive reinforce-
ment strengthens behavior by rewarding the desired behavioral response. Previous
studies [7] have shown that partial reinforcement is the strongest form of reinforce-
ment in shaping behavior. Partial reinforcement is defined as reinforcement only
given on some occasions when the behavior occurs, meaning there is no discernible
pattern regarding when the reinforcement will take place. To strengthen desirable
behavior, the design should employ the principle of partial reinforcement embedded
in an activity. Through partial reinforcement, the desired behavior can be internalized
and become a habit.

Volition »  Performance »  Habituation
Increase playfulness by Combine digital play Adopt partial rein-
elevating the degrees of with the target activity forcement

(1) intrinsic motivation,
(2) internal control, and
(3) suspension of reality.

Strategies

Fig. 2. Our play-based occupational therapy model

Feeding problems can occur in children with normal development and those with
developmental problems. For children with significant developmental problems, feed-
ing problems are treated seriously because the treatment outcome significantly affects
child development [13]. However, for children with normal development or mild
developmental problems, such as those with Asperger’s Syndrome or High Function
Autism, feeding problems are generally ignored or underscored. The most common
complaint regarding mealtime behavior for these children is eating too slowly. Such
problems create stress for caregivers, often the children’s parents, negatively impact-
ing the parent-child relationship. Therefore, this study targeted the second group of
children and applied the play-based occupational therapy model to design a playful
tray for them with the goal of improving their eating pace and reducing their maladap-
tive behavior.
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3 Playful Tray Design Considerations

Based on the play-based occupational therapy model described above, this work has
identified the following four main design considerations for the proposed playful tray:
(1) attention split between game playing and eating activities, (2) enjoyment to en-
courage intrinsic motivation of children, (3) engagement to connect digital playful-
ness to active participation in the target activity of eating, and (4) control to give
children choices in determining game outcome.

The first design consideration is the degree to which a child pays attention to the
digital interaction. Since children need to focus their attention on feeding activity
during mealtimes, introducing a digital game will inevitably divert some of their at-
tention away from the eating activity. Because the use of the digital game is intended
to motivate active child participation in the eating activity, the digital game design
should not draw too much attention away from the eating activity and thus lead to the
undesirable result of digital playing overtaking or distracting eating. That is, a game
design should bring in just enough digital interactivity to maintain the interest of chil-
dren in the eating activity. The game thus should avoid fast-moving, excessively
fancy animation or frequent input and output.

The second design consideration is enjoyment. The digital game activity must
bring sufficient enjoyment and pleasure to children to attract their active participation
in eating. Motivation to perform an activity usually comes from two sources: external
rewards and enjoyment of the activity itself. External rewards mean the accompany-
ing benefit of performing an activity. When the rewards seem unattractive to a person,
he/she will feel a lack of motivation to participate in the activity. On the other hand, if
an activity is playful, i.e., with high levels of the three elements of play, carrying out
the activity itself will be enjoyable and self-reinforced rather than reinforced by ex-
ternal rewards [14]. This study used a game design based on self-reinforcement.

The third design consideration is engagement. Since target users are young chil-
dren and most young children are not capable of operating digital devices, the game
design relies on using the natural eating actions of children as game input. Because
eating is the target activity, once children are attracted to the game, they find that they
have to eat to continue playing. Through this engagement design, this work links fun
(from the digital game) with eating.

The fourth design consideration is control. Control refers to the opportunities for
children to make choices and decisions during a game. The game design allows chil-
dren to choose from a selection of characters and determine their eating pace.

Two further design considerations are presented below:

A It is important to minimize the change on the lunch tableware accustomed to
young children during their normal eating routines at home or in schools.
Hiding digital components beneath a tray surface prevented the installed
digital hardware from adversely affecting the normal eating of the children.

. Given the limited cognitive level of young children, the design of the interac-
tive game must be simple enough for them to understand and attractive
enough to maintain their attention.
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4 Playful Tray Design and Implementation

Two prototypes of playful trays were created. Fig. 3 shows the initial prototype,
called the Coloring Game Tray. The design of this tray incorporates a dining surface
of 30x45 crnz, divided into a matrix of 2x3 cells. Besides the middle top cell onto
which the game is projected, each of the other five cells contains a weighing sensor
underneath the cell plate to detect eating events. The eating events are then fed as
inputs to a coloring game played on the middle top cell. Each food item corresponds
to a specific crayon color. When a child eats a specific food item, the corresponding
color is drawn on a cartoon character selected by the child. To make the selected
cartoon character colorful, the child thus should be motivated to eat and finish all food
items on the table, including disliked items.

Fig. 3. Initial playful tray prototype called the Coloring Game Tray

A preliminary pilot user study of the Coloring Game Tray reported in [15] identi-
fied four problems with the initial design. (1) Some children felt extreme frustration
when the cartoon character did not look colorful and happy at the end of the game,
and refused to play again. (2) Although some children were attracted to the coloring
game the first few times they played with it, they quickly became bored because the
color mappings never changed. (3) Some children paid so much attention to playing
the digital game that they became distracted from eating properly. (4) Some children
ate too quickly as they became impatient to see their favorite cartoon characters fully
colored.

Based on the problems of the initial prototype, a second, simpler prototype was
created, called the Racing Game Tray. Although the revised design and implementa-
tion are simpler than the initial prototype, results of a pilot user study (discussed
below in Section 5) suggest that the Racing Game Tray is more effective than the
Coloring Game Tray.

4.1 Single-Cell Tray

The Racing Game Tray prototype is shown in Fig. 4. The dimensions of the tray are
33 cm x 31cm x 3.5cm. The top of the tray is embedded with a small palm-top PC
containing a touch-screen LCD showing the racing game. The tray uses only one
weighing sensor to detect child eating behavior. This weighing sensor is placed below
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the slightly lower rectangular area on the tray, and has a bowl positioned directly
above it. The weighing sensor can detect and recognize child eating actions and the
weight of food consumed from the bowl during each eating action. Since children are
likely to touch all areas of the tray, the weight sensing area was just large enough to
fit a bowl, minimizing the chance of touching of the tray interfering with the weight
readings on the weight sensing area.

Palm-top PC with touch screen

For placing the bowl Weight sensor and sensing surface

Fig. 4. The revised playful tray prototype, called the Racing Game Tray

The system architecture is shown in Fig. 5. Child eating activity was first sensed by
the weight sensing surface, then recognized via the Weight Change Detector. The
weight change detector performs one task: reporting Weight-Change events involving
the food container by filtering out noises from the stream of weight samples. These
weight change events include the amount (weight) of food consumed. A weight de-
crease event is generated each time the weight of the bowl decreases.

Digital playful feedback

| LCD display |<—{ Racing Game |

A

Eating events

| Weighing Sensing Surface }—>| Weight Change Detector |

Physical Eating Action

Fig. 5. System architecture

Through observations of young children taking meals in our clinic and interviews
with their parents, we have realized that young children can exhibit a wide variety of
eating and non-eating behaviors during meal times. As a result, not all weight de-
crease events will in fact be eating actions. For example, children may play with their
food by hitting the bowl with their hands or utensils, scoop up some food and then put
it back without eating it or after taking only a tiny bite, they may press their hands
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into the bowl, they may knock hard or push the tray, and so on. Since these non-eating
actions affect the weight readings, they can confuse the system in recognizing some
of these non-eating actions as valid eating actions. As a result, some non-eating ac-
tions may receive the same positive reinforcement and encouragement from the digi-
tal game as valid eating actions. To give an example, children may first press their
hands into the bowl, creating a weight increase reading, and then lift their hands away
from the bowl, creating a weight decrease reading. Because of the potential for these
and other similar behaviors, simply using relative weight decrease over time will not
accurately identify poor eating behaviors.

To address this issue, eating actions are recognized by calculating the absolute
weight decrease over time value ( Aw ), defined as follows:

Aw ™= w, — min (w...;) . €))

w, denotes the current weight reading, and min (w;..,;) represents the accumulative
minimum weight reading from the start of the meal to the last reading. All relative
weight decreases or increases are ignored. This method was found to be effective in
filtering out most non-eating actions, though at the cost of missing some good eating
actions. However, this tradeoff is acceptable given that encouraging bad eating ac-
tions is worse than missing feedback to some valid eating actions. Notably, this me-
thod can fail in one case, namely when a child picks up the entire bowl from the tray,
causing the minimum weight reading to reach zero and creating a situation in which
good eating actions can no longer be detected. To address this problem, the bowl is
taped and fixed to the tray, preventing a child from easily lifting it up. Another situa-
tion can involve a child scooping up food and then putting it back without eating it.
Although our system would incorrectly recognize this non-eating action as a valid
eating event the first time it occurred, repeating the action would have no effect.
When applied to young children in the pilot study discussed below, analyzing the
logged eating events and the taped videos shows that this method can achieve accu-
racy of 70~80 % in recognizing valid eating actions, and only very rarely incorrectly
recognizes bad eating actions as good ones. These eating actions are then used as
inputs to the racing game described below.

4.2 The Racing Game

Screenshots for the racing game are shown in Fig. 6. Upon detecting each eating ac-
tion, one of the characters would race one step forward to the right. The character is
selected based on a random probability similar to a slot machine. The rationale for
applying this randomness in this game is to adopt the partial reinforcement described
in Section 2, which is the strongest form of reinforcement in shaping behavior. The
distance traveled is fixed regardless of the size of the weight change from each eating
action. The right screenshot in Fig. 6 shows the state of a race after a number of eating
actions. When starting a meal, a child selects a favorite cartoon character, marked
under the red arrow in the screenshot of Fig. 6. When the child finishes all of the food
in the bowl, the game ends and the character that has traveled the furthest distance
to the right wins. When a child eats too quickly (that is, the time interval between
subsequent eating actions is smaller than a pre-defined eating-too-quick value), a
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Fig. 6. Screen shots for the Racing Game Tray

notification is sent to the child to slow down his/her eating since eating will temporar-
ily no longer be rewarded. This system prevents excessively aggressive eating.

The racing game design strategies follow the play-based occupational therapy
model described in Section 2. It adopts partial reinforcement strategy by randomly
selecting a character to race one step forward after each eating action. Due to the
effect of partial reinforcement, children are motivated to continue eating to try and
help their character win the game. The game motivation and enjoyment confirm to the
self-reinforced strategy. This game also provides internal control to children, allowing
them to choose a favorite cartoon character to compete in the race. The pace of the
game is also controlled by children’s eating behavior. Using the natural eating actions
of children as inputs to the game is critical because eating is the target activity. Once
children become attracted to the playful digital game, they find that they must eat to
continue playing. Compared to video games, the racing game diverts only a moderate
portion of the child’s attention away from eating. This design connects and integrates
the fun part (coming from the digital game activity) with the activity of eating.

5 Pilot User Studies and Results

In this section, we describe the details of a pilot study.

Participants. The participants comprised four child-parent pairs: three were recruited
from the occupational therapy clinic of a teaching hospital; one was recruited by an
office colleague. The four children were 4 to 7 years old. All participants are Taiwan-
ese living in Taiwan. These four child-parent pairs are referred to here as A, B, C, and
D. Children A and B were diagnosed with Asperger’s syndrome, child C had high
function autism, and child D had no specific diagnosis. The common complaint re-
garding mealtime for all parent participants was long meals, ranging from near 30
minutes to over one hour, after the children reached the age of self-feeding.

Procedure and measures. This study was conducted in Taipei, Taiwan. An occupa-
tional therapist first administered a semi-structured interview. A parent-report, Chil-
dren’s Mealtime Behavior Checklist (shown in Appendix A), was filled out and
followed by an interview to clarify behavioral details. This checklist, including 19
types of child behaviors and nine types of parent behaviors, was modified from the
Behavioral Pediatrics Feeding Assessment Scale [16] and the Children’s Eating
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Behavior Questionnaire [17]. After receiving informed consent from parents, the
child/parent pair were: (1) invited to take their meals at our clinic or an investigator
was dispatched to the home of the pair during their mealtime to record their eating
activities before using the Racing Game Tray, then (2) another mealtime appointment
was made within one week to record their eating activities using the Racing Game
Tray. As for the locations of the studies, the Child D’s study was conducted at her
home, and other studies were conducted in the clinic. The served meals were familiar,
traditional Chinese food prepared by the children’s parents, consisting of mostly rice
mixed with vegetables and meat. The mealtime episodes were videotaped via a video
camera set in the same room. After setting up the video camera and/or Racing Game
Tray, the parent and the child were left in the room by themselves until the meal was
finished. To perform a fair comparison on child eating behavior, approximately the
same amount of food was served during the meals with and without the Racing Game
Tray.

An eating behavior coding system, as listed in Appendix B, was modified from the
system created by Moore et al. [18]. The coding system consists of three behavioral
categories: active feeding, interaction, and social behaviors. Active feeding refers to
child active eating behavior or any related behavior. Furthermore, interaction refers to
actively initiated behavior and the synchronous responsive behavior of the feeding
partner. Finally, social behavior only refers to the behavior toward the feeding partner
but not that directly related to feeding. In the active feeding and interaction categories,
behavior was classified as either positive or negative: positive behavior describes
behavior associated with promotion of self-feeding, whereas negative behavior de-
scribes behavior associated with aversion, intrusion, or interruption of self-feeding.
The codes are mutually exclusive. Appendix B lists the details of the codes together
with behavioral examples.

The mealtime videos of each child/parent pair were coded based on the eating be-
havior coding system listed in Appendix B, according to which unit of behavior was
the smallest meaningful action or utterance. The coding was done by an occupational
therapist trained in identifying the behaviors of interest. A pilot coding was conducted
on two different child/parent mealtime videos twice to check for the reliability of the
coding. Each parent and child received scores of three behavioral categories reflecting
the frequencies at which they exhibited behaviors in these categories.

Results. Table 1 lists the age and diagnosis of individual participants. All children
had average or above-average intelligence. Regarding the Children’s Mealtime Be-
havior Checklist, all of the children had at least 10 of the 19 eating behavioral prob-
lems, and their parents had at least six of the nine types of maladaptive behavior. We
caution that since the results presented here are from a small, pilot user study, they do
not provide conclusive evidence of the Racing Game Tray reducing poor eating be-
havior in young children. A much longer study with more subjects would be needed
to show its effectiveness. However, we provide these results as they suggest that the
Racing Game Tray affects eating behavior. Fig. 7 shows the mealtime duration of the
four child/parent pairs both with and without the Racing Game Tray. Mealtime dura-
tion was measured by rounding up the time taken to complete the meal to the nearest
minute. Before using the Racing Game Tray, the mealtimes for the four children (4,
B, C, D) were (23, 40, 41, 25) minutes. Meanwhile, with the Racing Game Tray, their



48 J-L.Loetal.

mealtimes were reduced to (23, 25, 29, 9) minutes. Except for child A whose meal
time duration remained the same with the Racing Game Tray, children B, C, and D all
exhibited improvements, reducing mealtime duration from 29% to 64%, suggesting
that the Racing Game Tray may improve meal completion time. The lack of im-
provement in child A might be that her mealtime duration in our observation session
was fine under 30 minutes without the Racing Game Tray, despite a complaint from
her parent regarding long mealtime behavior.

Table 1. Results from the Children’s Mealtime Behavior Checklist completed by parents

Child Parent
Gender Age (Year) Diagnosis Relation  Age (Year)
A Girl 7 Asperger’s Syndrome Mother 33
B Boy 5 High function autism Mother 43
C Boy 5 Asperger’s Syndrome Mother 45
D Boy 4 No specific diagnosis Father 36
Mealtime duration
= 50 O without the tray
‘g B with the tray
= 40 1
g
g 30
Q
B
= 0
A B C D
Participants

Fig. 7. Mealtime duration with and without the Racing Game Tray for the four children

Table 2 shows the results of mealtime interaction behavior between the four chil-
dren and their parents with and without the use of the Racing Game Tray. By manu-
ally analyzing the recorded mealtime videos with and without the Racing Game Tray,
this study identified positive, negative, and social behaviors of the parent and the
child according to the definitions listed in Appendix B. For all parents and three chil-
dren, the frequency of negative behavior decreased after using the Racing Game Tray;
the frequency of negative behavior for child D was modest and showed only a slight
increase from 3 to 8. The frequency of positive behavior for children either increased
or didn’t change much. However, for the parent’s positive behavior in mealtime, the
changes varied. Since the children were actively engaged in the eating activity when
using the Racing Game Tray, their negative behaviors decreased. As a result, the
necessity for the parents to promote self-feeding to their children might actually de-
crease. Regarding social behavior frequency, such behavior decreased for three of the
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Table 2. The mealtime behavior with and without the Racing Game Tray

Pair  Location Positive behavior Negative behavior Social behavior
Without With tray Without With tray Without With tray
tray tray tray
Child's behavior
A Lab 52 88 18 6 19
B Lab 80 76 37 4 19 12
C Lab 40 79 50 5 6 28
D Home 40 39 3 8 21 6
Parent's behavior
A Lab 22 43 14 10 19 9
B Lab 43 30 20 1 19 12
C Lab 27 25 34 3 6 28
D Home 8 10 2 0 14 6
Child behavior Parent behavior
70 O without the tray 25 O without the tray
é 6.0 B with the tray E o B with the tray
< = o
B 50 | K
é 4.0 g 1.5
£ 30 510
o)
3 20 % 0.5
10 f 5
00 0.0
A B c b A B B C D
Participants Participants

Fig. 8. On the left shows the child’s on-task/off-task behavior ratio with and without the Racing
Game Tray. On the right shows the parent’s on-task/off-task behavior ratio with and without
the Racing Game Tray. Positive behavior is on-task behavior, whereas both negative and social
behaviors are off-task behavior. A high ratio of the on-task/off-task behavior is considered
desirable, because it suggests greater frequency of on-task behavior versus off-task behavior.

child-parent pairs, and increased for one of the pairs. Since social behavior in this
study is defined as behavior directed toward the feeding partner only but not directly
related to feeding, such behavior can be a cause and/or effect of poor eating behavior.

Since the target task of this study is self-feeding, according to the definition listed
in Appendix B, positive behavior is on-task behavior, while both negative and social
behaviors is off-task behavior. A high ratio of the on-task/off-task behavior suggests
greater frequency of on-task behavior versus off-task behavior. Results from Fig. 8
show that the ratios of on-task/off-task behavior improve for all children and parents.
Without using the Racing Game Tray, child C had more off-task behavior than on-
task behavior. For the other three children, about 40% of behavior is off-task. By
using the Racing Game Tray, only 14~29% of behavior is off-task. These results
suggest that by using the Racing Game Tray, children were more focused on
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self-feeding than without using the Racing Game Tray. In other words, the Racing
Game Tray did not appear to distract them from self-feeding. In addition, Fig. 8 sug-
gests that the parents also became more focused on the feeding task.

In summary, the preliminary results of using the Racing Game Tray designed
based on the play-based occupational therapy model are encouraging. Due to the time
constraint, we adopted a single-subject research design with four subjects. Each sub-
ject child used the Racing Game Tray only once. Continuing research is needed to
investigate whether the effects of this study will be maintained when a child uses this
Racing Game Tray repetitively until good eating behavior becomes a habit.

6 Related Work

King et al. [19] describe five persuasive strategies of adopting digital technology to
change people’s attitudes and behaviors. Specifically, these five strategies are simu-
lated experiences, surveillance, environments of discovery, virtual groups, and per-
sonalizing. In the simulated experiences strategy, a simulated environment or object
similar to its real part is created for a person to experience results of choosing differ-
ent behavior. The surveillance strategy works by using monitoring and tracking to
affect a person’s behavior. The strategy of environments of discovery presents a fan-
tasy environment where people’s positive rewards can be given for their good behav-
ior. The virtual group strategy leverages social competition and collaboration for
persuasion. The personalizing strategy enhances the persuasiveness of information by
tailoring it to individual users’ interests or concerns. Fogg [4] introduces Captology,
the study of computer-based persuasion. He presents a functional triad on how people
view or respond to computers in three general ways, as tools, as media, and as social
actors. Different functions suggest different types or designs for persuasive influence.
He also maps out a total of 42 principles to design persuasive technologies. An exam-
ple is called the Principle of Social Learning, which states that observing other people
being rewarded for performing a certain behavior can serve as a good motivation.
Some of these persuasive strategies and principles from King et al. [19] and Fogg [4]
are adapted in the design presented here, including using digital media feedback as
positive reinforcement for behavioral intervention. Additionally, this study empha-
sizes the playful aspect of the persuasive technology to maintain the interest of the
children during the persuasion process.

There have been several case studies of persuasive technologies that target differ-
ent behaviors with varying physical manifestations. We group these case studies
under two general categories. The first category is focused on promoting physical
activity in people’s everyday life. Fish’n’Steps [2] is an interactive computer game to
encourage physical activity. This game is based on a metaphor in which the act of
growing a virtual fish in a tank symbolizes a similar act of caring for one’s own body
by walking a high step count. That is, the more players walk, the bigger their fishes
grow in a virtual fish tank. By showing fishes from different players in the same vir-
tual fish tank, this game adds the elements of social cooperation and competition
among players. Houston [3] is a mobile phone application that encourages physical
activity by sharing step counts and supportive comments among friends. Sharing of
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step counts and supportive comments provide social influence to persuade users to
increase their daily step counts. The UbiFit Garden system [20] also wants to encour-
age physical activities. By using wearable sensors to detect and track people’s physi-
cal activities, UbiFit displays their levels of exercises on a flower garden shown a cell
phone. ViTo (as opposed to TiVo) [1] is a persuasive TV remote controller. This
technology targets excessive TV watchers. By suggesting alternatives to TV watch-
ing, such as playing the Non-Exercise Activity Thermogenesis (NEAT) games (i.e.,
simple puzzles that use physical activity as their input), ViTo promotes reduced tele-
vision viewing time.

The second category includes demonstrations of persuasive technology manifested
into various everyday objects at home or in cars to motivate different behavioral
change. These everyday objects are ideal for embedding persuasive technology be-
cause everyday activities naturally involve their use. The persuasive mirror [21] aims
to motivate a lifestyle change by showing individuals what they may become in the
future. If a person has poor lifestyle habits such as excessive eating, smoking, lack of
exercise, etc., the mirror will conjecture an unpleasant future-face to persuade life-
style change. Tooth Tunes [22] is a smart toothbrush designed to encourage better
teeth-brushing in young children. The toothbrush is embedded with small pressure
sensors to recognize brushing activity when the toothbrush is pressed against teeth.
Upon the sensors being activated, a two-minute piece of music is played to reinforce
children in continuing brushing for at least two minutes. Waterbot [23] is a persuasive
device installed at a bathroom sink to track the amount of water usage in each wash.
The system contains flow sensors to detect the amount of water usage. By showing
the current water usage in comparison to the average household water usage, the sys-
tem encourages behavioral change toward water conservation. Out [24] designed a
high-tech doll that resembles a human baby to simulate the difficulty of caring for a
baby. The target users are teenagers with the goal being to prevent teen pregnancy.
The doll contains an embedded computer that triggers a crying sound at random inter-
vals. To stop the crying, a caregiver must pay immediate attention to the doll by in-
serting a key into the back of the baby for a specific length of time to simulate a care
session. CarCoach [25] is an educational car system that can utilize sensors in a car to
detect good or bad driving habits, such as excessive braking, sudden acceleration, the
use of signals when turning, efc. Subsequently, CarCoach aims to provide polite,
proactive, and considerate feedback to drivers by factoring into their mental state and
current road conditions.

Compared to the related work described above, the work presented here adopts a
similar approach of embedding behavioral intervention into everyday objects. How-
ever, the approach proposed in this study also differs from that above. Most signifi-
cantly, the proposed approach takes a play-based occupational therapy approach that
uses persuasive technology to target young children, in which play-based persuasion
provides the most effective means of solving child behavioral problems. In this work,
we have found that persuasive, ubicomp technology is a good match for occupational
therapy because occupational therapy emphasizes functional behavioral improve-
ments that are often observable and measurable. Ubicomp technology can be
deployed in patients’ environments to detect their functional behaviors and provide
just-in-time behavior modification intervention.
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7 Conclusion and Future Work

In this paper, we have presented the Racing Game Tray, a playful tray that adopts
Ubicomp and persuasive techniques into play-based occupational therapy for reducing
poor eating behavior in young children after they reach their self-feeding age. Utiliz-
ing Ubicomp and persuasive technology extends the reach of occupational therapists
from their treatment clinic into the actual living environment of a patient, enabling
therapists to implement a direct intervention approach at the place where young chil-
dren’s eating behavior occurs and when the treatment is most effective. The design of
the playful tray connects physical eating to digital playing activities to reinforce ac-
tive participation of children in the activity of eating. Results of a pilot user study
suggest that the Racing Game Tray may improve child meal completion time and
reduce negative power play interactions between parents and children, resulting in an
improved family mealtime experience.

An essential part of learning at home or in school for young children is about de-
veloping good habits, from brushing teeth properly in the morning to going to sleep
on time at night. As shown in this study, children love to play and persuading behav-
ior through games is effective for children. This study opens up many potential appli-
cations for adopting Ubicomp and persuasive techniques in play-based occupational
therapy of young children.

Acknowledgement

We gratefully thank Sunny Consolvo for her tremendous effort on shepherding this
paper.

References

1. Nawyn, J., Intille, S.S., Larson, K.: Embedding behavior modification strategies into a
consumer electronic device: a case study. In: Proceedings of the 8th International Confer-
ence on Ubiquitous Computing, pp. 297-314 (2006)

2. Lin, J.,, Mamykina, L., Lindtner, S., Delajoux, G., Strub, H.: Fish’n’Steps: encouraging
physical activity with an interactive computer game. In: Proceedings of the 8th Interna-
tional Conference on Ubiquitous Computing, pp. 261-278 (2006)

3. Consolvo, S., Everitt, K., Smith, I., Landay, J.A.: Design requirements for technologies
that encourage physical activity. In: Proceedings of the SIGCHI Conference on Human
Factors and Computing Systems, pp. 457—466 (2006)

4. Fogg, B.J.: Persuasive Technology: Using Computers to Change What We Think and Do.
Morgan Kaufmann (2002)

5. Manikam, R., Perman, J.: Pediatric feeding disorders. Journal of Clinical Gastroenterol-
ogy 30, 34-46 (2000)

6. Ha, P.B., Bentley, M.E., Pachon, H., Sripaipan, T., Caulfield, L.E., Marsh, D.R., Schroe-
der, D.G.: Caregiver styles of feeding and child acceptance of food in rural Viet Nam.
Food and Nutrition Bulletin 23(4 Supplement), 95-100 (2002)

7. Hergenhahn, B.R.: An Introduction to Theories of Learning, 3rd edn. Prentice Hall,
Englewood Cliffs, NJ (1988)



10.
11.

16.

20.

21.

22.
23.

24.

25.

Playful Tray: Adopting Ubicomp and Persuasive Techniques 53

Bundy, A.C.: Play and playfulness: What to look for. In: Parham, L.D., Fazio, L.S. (eds.)
Play in Occupational Therapy for Children, L, Mosby, MO (1997)

McMahon, R.J., Forehand, R.L.: Helping the noncompliant child—Family-based treatment
for oppositional behavior, Guilford, NY, pp. 20-27 (2003)

Alessandrini, N.A.: Play—A child’s world. Am. J. Occup. Ther. 3, 9-12 (1949)
Kielhofner, G.: A model of human occupational: Theory and application. Lippincott Wil-
liams & Wilkins, MD (2002)

. Royeen, C.B., Duncan, M.: Acquisition frame of reference. In: Kramer, P., Hinojosa, J.

(eds.) Frames of Reference for Pediatric Occupational Therapy, 2nd edn., pp. 377-400.
Lippincott Williams & Wilkins, Wolters Kluwer Health (1999)

. O’Brien, S., Repp, A.C., Williams, G.E., Christophersen, E.R.: Pediatric feeding disorders.

Behavior Modification 15(3), 394418 (1991)

. Parham, L.D., Primeau, L.A.: Play and occupational therapy. In: Parham, L.D., Fazio, L.S.

(eds.) Play in Occupational Therapy for Children, Mosby, MO (1997)

. Lin, T.-Y., Chang, K.-H., Liu, S.-Y., Chu, H.-H.: A Persuasive Game to Encourage

Healthy Dietary Behaviors of Young Children. In: Adjunct Proceedings of the 8th Interna-
tional Conference on Ubiquitous Computing (2006)

Crist, W., McDonnell, P., Beck, M., Gillespie, C., Barrett, P., Mathews, J.: Behavior at
mealtimes and the young child with cystic fibrosis. Journal of Developmental and Behav-
ioral Pediatrics 15(3), 157-161 (1994)

. Wardle, J., Guthrie, C.A., Sanderson, S., Rapoport, L.: Development of the children’s eat-

ing behaviour questionnaire. Journal of Child Psychology and Psychiatry and Allied
Disciplines 42(7), 963-970 (2001)

. Moore, A.C., Akhter, S., Aboud, F.E.: Responsive complementary feeding in rural Bang-

ladesh. Social Science & Medicine 62(8), 1917-1930 (2006)

. King, P., Tester, J.: The landscape of persuasive technologies. Communications of

ACM 42(5), 31-38 (1999)

Consolvo, S., Paulos, E., Smith, I.: Mobile persuasion for everyday behavior change. In:
Fogg, Eckles (ed.) Mobile Persuasion 20 Perspective on the Future of Behavior Change,
Stanford Captology Media (2007)

Andrés del Valle, A.C., Opalach, A.: The persuasive mirror: computerized persuasion for
healthy living. In: Proceedings of the 11th International Conference on Human-Computer
Interaction (2005)

Hasbro, Inc., TOOTH TUNES, http://www.hasbro.com/toothtunes/

Arroyo, E., Bonanni, L., Selker, T.: Waterbot: exploring feedback and persuasive tech-
niques at the sink. In: Proceedings of Conference on Human Factors in Computing
Systems, pp. 631-639 (2005)

Out, J.W.: Baby Think It Over: Using role-play to prevent teen pregnancy. Adoles-
cence 36(143), 571-582 (2001)

Arroyo, E., Sullivan, S., Selker, T.: CarCoach: a polite and effective driving coach. In:
Proceedings of the SIGCHI Conference on Human Factors in Computing Systems, pp.
357-362 (2006)



54 J.-L.Loetal.

Appendix A: Children’s Mealtime Behavior Checklist

Child’s Name: Date:

Filled by: Relation to the child:

Child Behavior

Descriptions

My child eats | less || more || the same | when s/he is upset.

My child eats | less || more || the same | when s/he is angry.

My child eats | less || more || the same | when s/he is tired.

My child eats | less || more || the same | when s/he is happy.

My child eats | less || more || the same | when s/he is anxious.

My child eats | less || more || the same | when s/he is annoyed.

My child eats | less || more || the same | when s/he is worried.

My child eats | less || more || the same | when s/he has nothing to do.

Please check all boxes that apply

Descriptions

0 My child chokes at mealtime.

0 My child eats only ground or soft food.

0 My child refuses to eat meals but requests food immediately after meal.

0 My child has trouble tasting new foods.

0 My child gags or vomits at mealtime.

When? How
often?

0 My child is a picky eater.

Likes or dislikes
what?

0 My child gets up from table during a meal.

0 My child keeps food in his/her mouth without swallowing it.

0 My child Spits out food during a meal.

0 My child plays with food, such as eating rice one grain at a time, or noodles one
string at a time.

0 My child stops eating by talking or singing during a meal.

0 My child stops eating or chewing while doing nothing.

0 My child attempts to negotiate what he/she will and will not eat.

0 My child always leaves leftover or requires other people to feed him/her.

0 My child would rather drink milk than eat meals.

0 My child likes to eat snack foods. Type? Time?
Frequency?
0 My child always asks for a drink.
0 My child eats slowly.
0 My child eats more and more slowly during the course of a meal.
Parent Behavior Descriptions

o I get anxious and/or frustrated when feeding my child.

0 I coax my child to get him/her to take a bite.

0 I use threats to get my child to eat.

o I feel worried my child doesn’t get enough to eat.

0 If child doesn’t like what is served, I make something else.

o I feel that there is no way for me to get my child to eat in a well-behaved manner.

0 When my child refuses food, I force food into his/her mouth.

0 Getting my child to eat often makes me very angry.

o I will feed my child if he/she doesn’t eat himself/herself.
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Appendix B: Behavioral Feeding Codes for Children

(1) Self-feeding: a child place food into his/her own mouth

Parent

Child

Positive: A parent allows or promotes self-feeding,
such as verbal encouragement, praises, etc.

Positive: A child attempts self-feeding, such as
holding utensils, putting food into mouth, etc.

Negative: A parent discourages, disallows, or
interrupts self-feeding, such as pushing the child’s
hands away, telling the child that she will feed the
child, etc.

Negative: A child rejects self-feeding, such as
saying “no” or pushing away given food.

partner

(2) Interaction: Actively initiated behavior and the synchronous responsive behavior of the feeding

Parent as the actor

Child’s responsive behavior

Positive: A parent attempts to arouse a child’s
interest, such as talking about food, models, food
games, etc. A parent refocuses the child’s attention
on food when the child is distracted.

Positive: A child accepts food when it is of-
fered, or self-feeds food.

Negative: A child ignores the parent’s cue,
refuses, or walks away from the parent’s cue.

Negative: A parent intrusively attempts to direct
feeding, such as force-feeding the child, holding a
child’s head, body, or hand, and threatening the
child.

Positive: A child responds by self-feeding.

Negative: A child ignores the parent’s attempts,
refuses, or walks away from the parent’s at-
tempts.

Parent’s responsive behavior

Child as the actor

Positive: A parent synchronously responds to
promote continuous feeding, such as interpreting a
child feeding cues, responding to a child’s needs,
etc.

Positive: A child initiates an attempt to eat, such
as looking at food, talking about food, request-
ing food/drink, or touching food.

Negative: A parent synchronously responds to
interrupt the child’s feeding.

Positive: A parent synchronously responds to
promote continuous feeding, such as interpreting
the child feeding cues, responding to the child’s
needs, etc.

Negative: A child shows disinterest, discour-
agement, or stops eating or chewing.

Negative: A parent synchronously responds to
interrupt the child’s feeding.

(3) Social behavior: Toward feeding partner only but

not directly related to feeding

Behavior such as talking, touching, smiling, look-
ing, laughing, etc.

Behavior such as talking, touching, smiling,
looking, laughing, whining, or crying.

(4) Others

The parent feeds the child directly without any
special responsive or encouraging strategy.

A child stops or refuses to eat without any evi-
dence of environmental distracters.
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Abstract. This article investigates the conflicting area of user benefits arising
through item level RFID tagging and a desire for privacy. It distinguishes
between three approaches feasible to address consumer privacy concerns. One
is to kill RFID tags at store exits. The second is to lock tags and have user
unlock them if they want to initiate reader communication (user scheme). The
third is to let the network access users’ RFID tags while adhering to a privacy
protocol (agent scheme). The perception and reactions of future users to these
three privacy enhancing technologies (PETSs) are compared in the present article
and an attempt is made to understand the reasoning behind their preferences.
The main conclusion is that users don’t trust complex PETs as they are
envisioned today. Instead they prefer to kill RFID chips at store exits even if
they appreciate after sales services. Enhancing trust through security and
privacy ‘visibility’ as well as PET simplicity may be the road to take for PET
engineers in UbiComp.

Keywords: RFID, privacy, security, privacy enhancing technology, RFID kill-
function, authentication, identification, user behavior.

1 Introduction

Radio Frequency Identification (short RFID) is considered to be an important
technological building block of Ubiquitous Computing. Provided that RFID tags are
embedded in everyday objects and accessed by a networked reader infrastructure, it
will be possible to create myriad new information, tracking and access services across
industries. A relatively new and promising application domain for RFID is the retail
sector. Retailer logistics, shop-floor management, marketing and after-sales services
are all in the verge of being optimized with the help of RFID. As a result, retailers and
their product suppliers are now starting to deploy RFID tags as the next generation
bar code on individual products.

However, the introduction of RFID on products has met criticism in the press and
through privacy rights organisations to an extent that — despite all expected benefits —
retailers hesitate about whether and how to fully launch the technology in areas where
it interfaces with consumers [1]. On the shopfloor, recognizing customers individually
and automatically upon arrival, tracking them through the store, observing their
interactions with products and offering them personalized advertisements and
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information services are all activities which can be realized through RFID, but have
the potential to be viewed as privacy intrusive [2-4]. More important, privacy
advocates point to retailers’ responsibility to not let RFID enabled products leave
their stores. They fear that accessible RFID tags on most objects in the public domain
will lead to ubiquitous surveillance of people [5]. And indeed, their concerns are
reflected in qualitative research studies with consumers on the technology. In 2004
four focus groups were organized in Berlin with 30 participants discussing RFID in a
retail context. They were shown 2 films (a positive and a critical one) about the
technology to inform about RFID, its service vision, benefits and potential ethical
drawbacks. Focus group participants were recruited by a research agency to represent
a spectrum of consumers similar to the German population in terms of age, sex and
education. Based on these recorded sessions and transcribed discussions six major
privacy concerns could be discerned (free translation of citations) [4]:

(1) Fear of losing control over one’s belongings: “...but if I don’t know where this
thing is?”, “The product I have bought is my property and I want to do with it
what I want. This is of nobody else’s business.”

(2) Tracking of objects and people: “If chip services are only offered inside stores
...then that’s fine. But I would have a problem with further tracking outside
stores”, “I would start to constantly fear being tracked.”

(3) Responsibility for objects (due to the individual attribution of unique products to
people): “...but what is important to me is that I am not linked as a person to the
product that I have bought”, “Then I am as a buyer responsible for the yoghurt
can? That’s crazy!”

(4) Technology paternalism - the idea that objects recognize and punish
misbehaviour: “The question is whether it starts beeping when I leave the yoghurt
besides the cashier, and then there is a signal, and then everybody knows...”, “I
imagine myself taking a nice caviar box and then my computer tells me ‘no, this is
not for you’.”

(5) Information collection and personalization (due to recognizing individual
product IDs): “...then they classify me as ‘low budget’ and then my neighbour
sees that I am only offered the cheap stuff”, “They know all about me and I know
nothing about them.”

(6) Abuse (attacks on one’s privacy by hackers or other unauthorized parties): “I also
find this technology horrible and believe that it could quickly be abused in
negative situations”, “I think that it could quickly be abused in negative situations,
such as for spying.”

One major conclusion drawn by the observers of the focus groups was that
participants seemed to unanimously call for RFID tags to be killed at retailer exits.
Emotional levels seemed to rise considerably when people learned that they would
carry multiple functioning chips with them out of the store. And it seemed as if they
were drawing a line of legitimacy for RFID use by retailers in their own proper
facilities, but not beyond: “They can use this technology in their business
environment, their production units, their sales domain, but that’s it! Then they have
to leave me alone. I leave the store and I don’t want to be tracked”. Results equally
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critical of RFID technology were also obtained in focus groups conducted by the
Auto-ID centre in the US, UK, France and Japan [6].

Given these qualitative research results, a question confronted by retailers today is
how to treat RFID chips at store exits. Should they make use of the kill-function
foreseen in the generation 2 specification for mass-market class 1 RFID chips [7] and
permanently deactivate tags’ functionality to transmit data when their buyers leave the
store? Or should they ignore consumer and privacy rights calls and leave the chips’
functionality intact? Might it be a viable option for them to demand the inclusion of
privacy enhancing technologies (PETs) in the RFID infrastructure so that RFID tags
are not killed at store exits, but only accessible by authorized entities? And if so,
which PETs should retailers support? To answer these questions, retailers need to
understand how vital the privacy issue really is for their customers and how willing
they are to trade their concerns with the technology’s benefits; in particular, in the
after-sales domain where permanent deactivation of RFID tags would impede any
further service potential.

Against the background of these questions two quantitative consumer studies were
conducted in co-operation with the Metro Group from 2004 to 2006. The Metro
Group is Europe’s largest retail company. The goal was to assess peoples’ perception
of different technological scenarios to treat RFID at store exits and to understand the
role of peoples’ RFID usefulness perceptions in this conflicting area. Furthermore,
individual attitudes towards privacy, group pressure and general technical affinity
were included as independent variables to potentially explain preferences for different
exit solutions. In the following sections, this paper will present the hypotheses and
technological proposals which have driven this research effort (section 2), the
experimental set-up used (section 3) and results obtained (section 4). In a final section
implications will be deducted for those who build and deploy RFID to create
intelligent infrastructures (section 5).

2 Privacy Enhancing Technologies for RFID and User Perceptions

RFID technology comes in many different forms. Tag classes ranging from 0 to 4 can
be discerned depending on the tags’ memory, power source and features [8].
Furthermore, tags operate at different frequencies and as a result employ very
different transmission mechanisms with distinct read-ranges, bandwidths and
capabilities to penetrate line-of-sight barriers. Much of the technology to date has
been built to serve the needs of closed proprietary systems with specific use cases.
Depending on the RFID system chosen for a specific purpose privacy problems can
more or less arise. For example, RFID chips which transmit data over an UHF band
(typically at 865 — 928 MHz) currently have reliable read ranges of around six to eight
meters. In contrast, tags which transmit their data at 13,56 MHz only achieve reliable
read ranges of around 1 '2 metres. As this comparison makes plain, privacy
implications of RFID technology vary: the probability that an attacker can read out a
person’s belongings unnoticed is much more likely in an UHF scenario than it is in a
13,56 MHz environment. For this reason, the research presented hereafter needed to
be grounded in a specific type of RFID deployment scenario. More precisely, the
author built her research on the assumption that EPCglobal’s class 1 generation 2
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RFID tags and infrastructure vision would be deployed on an item level [7, 9, 10].
EPCglobal is today’s main private international standardization body for both future
numbering standards as well as the technical infrastructure for number processing
(based on RFID). The organisation envisions all items to carry a passive UHF tag
with one unique identifier, the electronic product code (EPC) [11]. The EPC is
supposed to be used as a key to find information about the item it is attached to. This
information is maintained within a backend network consisting of myriad EPC-
Information Services (EPC-IS) [12]. These services can be accessed via an Object
Name Service (ONS) and are ubiquitously accessible provided that the retriever holds
respective access rights [13].

2.1 PETs for RFID — A Classification for Empirical Investigation

From a bird’s eye three major blocks of PETs for RFID can be discerned for the after-
sales area. First, the most straight forward approach is to simply kill the tags’ ability
to transmit its electronic product code (EPC). This solution is embedded in
EPCglobal’s generation 2 specification for mass market class 1 tags [7]. It would
entail retailers to integrate a kill-command into their electronic check-out processes.
From a technological standpoint it is the most radical privacy solution, but from a
market perspective it implies the disadvantage that after sales scenarios for using
RFID would equally be killed.

A second set of PETs builds on the vision that users exert immediate control over
their RFID tags at the client side. These solutions are proposing that tags are ‘locked’
before leaving stores, but can be unlocked with the help of user controlled
authentication mechanisms. As a result, object tags do not a priori respond to network
requests. Instead the user self-initiates the use of intelligent services if they are
available and useful in the respective context. The context decision when and how the
use of tags is appropriate in a situation is thus taken by the object owner [4, 14-17]. If
the owner of an object has some benefit from reviving an object’s RFID tag and
transmitting its information she can do so by authenticating herself vis-a-vis the tag
and then give the tag explicit and situation specific permission to release its data. The
authentication process would typically be handled via a password scheme where one
or multiple passwords are either remembered by users or stored in a separate
mediating device which maintains some type of password management system.
However, regardless of the concrete authentication process and mechanism chosen
(i.e. with separate user device or without separate user device; via passwords or via
biometrics) the architectural vision puts the user in the role of the initiator of
communication with the intelligent infrastructure. Hereafter, we want to refer to PETs
in this domain as “User PETs”. An underlying hypothesis to the current work was that
User PETs should lead to a high level of perceived control with users since the
intelligent infrastructure does not act in a pro-active manner. Figure 1a illustrates this
interaction paradigm by visualizing it as a password protection scheme.

In contrast to User PETs, “Agent PETs” are based on the idea that RFID tags are
unlocked by default and that the network takes the initiative to communicate with a
user’s tags. Access control to user tags in this scenario is provided (automatically) via
some “watchdog” device carried by the user (i.e. a PDA) [18-20]. This device may -
in the long run - determine whether the reader infrastructure has the right to access a
person’s tag(s) by transferring “mother” rights to a network once the network reader
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has proven its identity and adherence to a user’s privacy preferences [21]. It could run
a protocol similar to the one specified by the Platform for Privacy Preferences Project
(P3P) in the context of E-Commerce transactions. P3P enables websites to express
their privacy practices in a standard format that can be retrieved automatically and
interpreted easily by user agents [22]. Metadata included in this protocol comprise,
for example, the type of information collected, the purpose of information collection
and URIs to the data collector(s). In the RFID context first efforts have been made to
integrate this metadata information into the generation 2 reader - tag exchange
protocol [18, 20]. So far, however, watchdog devices are only able to display that
communication has happened. In the context of the empirical studies presented
hereafter it has been assumed that network requests to access RFID chips would be
negotiated by a user’s device. Figure 1b illustrates this interaction paradigm
visualizing a mobile phone as the network interface and shield to users’ RFID tags.

Fig. 1a. The User Scheme: Users personally Fig. 2b. The Agent Scheme: Users delegates

initiate the communication of their tags and tag — network communication to phone agent

take the context decision to start exchange and network takes context decision to start
exchange

Of course, it must be acknowledged that more PET technologies are in the verge of
creation or have already been proposed such as blocker tags [23] or mechanisms to
physically destroy tag antennas [24]. Not all of these technologies may strictly adhere
to one of the two paradigms of interaction. However, the author of this paper does
believe that also in the long run one key question is whether a user initiates a data
exchange selectively and upon taking the context decision to interact or whether the
network will take care of this decision pro-actively. In the following sections the two
distinct interaction paradigms are being compared empirically and it is being
investigated how they are perceived by users relative to the most radical PET solution
which is to kill RFID tags altogether. We will refer to the User and Agent scheme as
“complex PETs” as opposed to the kill approach.

2.2 Hypotheses

Qualitative user studies and media attention to RFID drive retailers to seriously
consider PETs at store exits. But which of the three schemes should they prefer? An
important factor for answering this question is the degree to which buyers will want to
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take advantage of after-sales services available through RFID. It seems rational to
expect that consumers who appreciate after-sales RFID services would prefer to know
that threats to their privacy are being avoided while valued services are still available
to them. We therefore hypothesize that for those consumers who appreciate after sales
RFID services any PET scheme, whether that be the user scheme or the agent scheme
is superior to chips being killed:

H1: The user scheme is considered superior to the kill option if people appreciate
after-sales RFID services.

H2: The agent scheme is considered superior to the kill option if people appreciate
after sales RFID services.

As was argued above, users are in the driver’s seat if they initiate the
communication between their tags and the network. It therefore seems sensible to
expect that users will perceive more control over their RFID tags’ communication
when being confronted with a User Scheme than when delegating privacy decisions to
an agent. And they will rather want to kill tags in an agent scheme scenario than in a
user scheme scenario. We therefore hypothesize:

H3: When confronted with an Agent PET users will want to kill RFID tags more
readily than when confronted with a User PET.

H4: The User PET is perceived by users to provide more control to them over the
reader infrastructure than the Agent PET.

Finally, retailers need to understand the dynamics behind buyers’ appreciation of
more complex PETs versus the killing of tags. What would drive buyers to rather kill
a tag or use a complex PET? An immediate answer could be that the ease of use of a
complex PET drives this decision. But equally, the degree to which one feels
informed as well as (intuitively) protected through the PET is important. These three
factors, ease-of-use of the PET, information and reduction of helplessness through the
PET (vis-a-vis an intelligent infrastructure) have been identified in earlier work of the
author as constructs to measure the perceived effectiveness of PETs [25]. They were
therefore included in the current work as independent dimensions driving the
judgement of complex PETs.

In addition to this control perception of complex PETs, the theory of reasoned
action [26] suggests that other attitude elements as well as peer opinions (subjective
norm) play a role when humans determine their intentions to act (or use a
technology). In the current context, theory of reasoned action was used as an
underlying framework to identify constructs potentially influencing the use of
complex PETs. For example, it could be argued that the perception of RFID services
as useful will drive peoples’ intention to adopt complex RFID PETs, because only
these PETS will allow for maintaining the technology’s valued services. Equally, ease
of use anticipated for the technology could play a role for attitude formation. Finally,
the influence of valued peers may be important [27, 28]. If RFID services are going to
be appreciated by one’s peer group, the likelihood to equally embrace the
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technology’s service spectrum and not kill it will probably increase. Against this
background the following hypothesis was formulated:

HS5: A common set of technology acceptance factors, namely the perceived usefulness
and ease of use of RFID, perceived control through the PET and the opinion of others
on RFID will drive users’ preference to prefer complex PETs for RFID over a kill
approach.

Personal factors may equally play a role in how people judge PETs. Innovation
diffusion theory has found that peoples’ openness towards new technologies and
technical affinity are an important characteristic of ‘innovators’ who are typically the
first ones to try a new technology [29]. If people have these characteristics they may
want to take advantage of RFID after sales services. Furthermore, they may be less
afraid to embrace more complex PETs.

Finally, compatibility of a new technology with existing social and ethical
standards as well as practices is important for adoption [29]. Therefore, the personal
awareness for one’s privacy maintenance could play a role for PET choice: If people
are highly privacy sensitive they may have a tendency to prefer the more radical
solution to kill RFID chips rather than to use a complex PET. Based on this reasoning
we formulated hypothesis 6:

H6: Personal characteristics, in particular technical affinity, privacy attitudes and
general attitudes towards new technologies have an impact on the preference for
complex PETs over killing chips.

3 Method

3.1 Participants and Procedure

Two empirical studies were conducted following the same experimental procedure.
234 participants were recruited for study @ by a market research agency in the city of
Berlin. They were selected to reflect average German demographics in terms of age,
sex, education and income. One year later, the same study was replicated with an
extended questionnaire including 306 participants. Participants for this study were
recruited according to the same demographic parameters but included urban citizens
from four different German regions.

Participants were briefed to participate in a study conducted by Humboldt
University on the future of shopping and invited to a hotel in the respective region.
Upon arrival, they received an initial questionnaire addressing their satisfaction with
current retail environments and investigating their current knowledge about RFID
(both studies). Study @ additionally included the measurement of attitude towards
new technologies, technical affinity and privacy attitudes. Participants then watched a
film informing them about RFID technology and future services on the shopfloor and
after sales. Before seeing the film 86% had never heard about RFID in study @ and
81% in study @.
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Table 1. Experimental groups and demographics

Study @ Study @
Chips | Chips User | Agent Chips User
ON Killed PET PET ON PET
Stimulus used Film1 | Film2 | Film3 | Film4 | Film 1 Film 3
Film evaluation 6,9/11 7,7/11
S Male 26 28 34 27 47 103
ex
Female 27 23 40 28 50 104
<=29 21 15 28 19 35 67
Age 30-49 23 26 34 26 56 134
>=150 9 10 12 10 6 6
. No high-school 25 21 31 20 42 81
Education -
High-school 28 29 41 35 55 122
<€10k 21 20 26 24 33 66
Income €10-30k 22 15 33 17 25 62
pre tax
>€30k 8 14 10 14 29 64
54 51 74 55 98 208
TOTAL
234 306

The film material used in these two quantitative studies was a different material
than the ready-made RFID documentations used in earlier focus groups. It was
exclusively produced to inform people in a neutral manner about RFID services as
well as different potential PET solutions envisioned by engineers. The four different
PET options (kill, chips left on, user or agent scheme) were not presented as
alternatives in the film. Instead we used a between-subject experimental design
varying the film’s ending and informing each group participating in a study on a
different PET deployed at store exits (see appendix 1). Following the respective film
stimulus they received a second questionnaire asking them to evaluate the benefits of
the RFID services they had just seen as well as the respective PET displayed to them.
In particular, they had to decide on an 11-point differential scale whether they would
want to use a complex PET (if they had seen one) or rather kill RFID chips at store
exits. The judgements participants made on this scale have been taken as the
dependent variable to test hypotheses 1 through 5. Study @ embedded the four PET
variations mentioned above. Study @ only differentiated between the User Scheme
and leaving chips unprotected. Table 1 gives an overview of the two studies
conducted.

The independent variables investigated in study @ included the perceived
usefulness of RFID after sales services, the anticipated ease of use of RFID, peer
opinion and perceived control through the PET (in terms of information control
through the PET, ease of use of the PET and helplessness despite the PET). In study
@ the same constructs were measured (except for peer opinion) and in addition
personal variables were controlled for, including personal attitudes towards new
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technologies, technical affinity and general privacy awareness. Appendix 2 details the
items used to measure these constructs.

3.2 Materials and Apparatus

The film stimulus was developed with the goal to inform participants in a neutral way
about RFID technology, its benefits and drawbacks. It started out by showing a future
retail outlet with RFID based services and then proceeded to introduce some retail
related after-sales benefits of the technology. The film material used was taken from
several existing television documentaries on RFID and combined with a
professionally synchronized audio track. The audio track’s text was carefully
developed and tailored to contain an equal number of positive and negative messages
about the technology. It was spoken with a view to maintain maximum neutrality.
Equally, the film stimulus contained no background music or any other emotionally
biasing signals.

In study @, the film stimulus presented the retailer’s check-out and after-sales
scenarios in four different versions. Film 1 suggested that RFID chips would be left
fully functional when checking out of the supermarket allowing for seamless RFID
services after sales, but also potential attacks on one’s privacy. The use of UHF chips
was presumed for this scenario informing participants of read ranges between five and
eight metres. Film 2 suggested that RFID chips would be killed by the retailer’s
cashpoint and no after sales services were presented to the participants. The
appreciation of RFID after sales services was tested in a hypothetical way in this set-
up before the film was shown and without mentioning the technology. Film 3 showed
and explained the User Scheme, visualized as a password protection scheme.
Participants were briefed to believe that all chips would be simultaneously deactivated
and thus be privacy preserving unless the owner of an object would switch RFID
chips back on with his or her personal password. Film 4 showed a user specifying his
privacy preferences with a mobile operator. The reader network would then exchange
privacy preferences with the mobile phone agent. The phone serves as a kind of
watchdog service in this scenario. The two films 3 and 4 contained an equal number
of positive and negative messages about the technology. They varied only in the
description of the functioning of the technology which was described in a highly
neutral way. Appendix 1 contains images and the exact wording used in films 3 and 4.

The focus in study @ was to better understand the dynamics behind using a User
Scheme PET. For this purpose, only films 1 and 3 were used. Neutrality towards
RFID technology and it was evaluated and confirmed in this study for films 1 and 3
with a median judgement of 7 on an 11 point scale (with 1 = film is negative about
RFID and 11 = film is positive about RFID technology).

4 Results

4.1 Quantitative Evaluation of PET Solutions

A first analysis of the usefulness perceptions of RFID after sales services shows that
participants feel neutral to positive about them regardless of the PET employed (table 2).
There is no significant difference in service evaluation between the user and the agent
scheme. However, not knowing about RFID technology as an enabler of smart services
yielded a significantly higher appreciation of them.
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Respondents to films 3 and 4 were split into two groups depending on whether
their usefulness ratings were above or below mean group average. It was then tested
whether those with usefulness ratings above average would value the use of a
respective PET more in comparison to the kill alternative than those with low
usefulness ratings.

In accordance with hypotheses 1 and 2 participants with above average usefulness
perceptions of RFID valued both the User and the Agent PET significantly higher than
those with low average usefulness ratings. On the 11-point scale anchoring the opposing
preference for rather killing (1) or rather using a complex PET (11) people appreciating
RFID after sales services in the User Scheme scenario rated the PET on average at 5,61.
Those expecting less benefits from RFID rated the User PET at 2,49 (p=.000). In the
group where participants saw the Agent Scheme appreciators of RFID valued the
complex PET at 4,44 while non-appreciators valued it at 2,26 (p=.002). These results
suggest that the perception of usefulness of RFID after sales services is an important
driver for preferring complex PETs over the kill solution. Yet, absolute judgements
show that all participants clearly prefer to kill RFID tags at store exits rather than
adopting any of the two complex PET solutions presented to them.

Table 2. Mean (m) usefulness ratings of RFID after sales services in study @ *

Usefulness of User Agent kill ([sjlsgér ([sjlsge.r ( As1g. ¢

RFID based after- | Scheme Scheme Chips R gen

sales services (m) (m) (m) VS- vs. kil s, kill
Agent) Chips) Chips)

Replace goods 3,84 3,85 4,44 .909 .002 .002

without receipt

Warranty access 3,89 4,05 4,63 .621 .000 .000

without receipts

Outdoor product 2,61 2,84 3,1 290 .021 252

recommendations

Add. product 3,64 3,80 4,37 494 .000 .000

information access

at home

Durability display 3,45 3,67 4,00 353 .009 .032

of goods by fridge

Washing machine 3,61 3,5 4,20 347 .002 .000

warning

Recipe 3,49 3,46 3,82 .803 .145 .101

recommendations

Medical cabinet 3,99 4,02 4,20 966 110 .088

alerts

Medical cabinet 3,73 3,69 4,27 .630 .006 .001

reminders

Average Service 3,58 3,65 4,11

Appreciation

*) usefulness was measured on a 5 point scale (1 = very unsavoury, 5 = very welcome).
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Average preferences among the appreciators of RFID services suggest that the
User Scheme is slightly more valued than the Agent Scheme. To investigate this
tendency reflected in hypothesis 3 the author compared participants’ average
tendency to kill in the User Scheme with the one in the Agent Scheme. And indeed
the kill approach is preferred more often when the Agent PET is the alternative
(m=3.31) than when the User PET is the alternative (m=4.03). However, this
difference is not significant (p=.273). Therefore, hypothesis 3 that Agent Scheme
users will want to kill RFID tags more readily than those confronted with the User
Scheme must be rejected.

This finding of indifference between the two complex PET solutions is also
reflected in a more thorough analysis of control perceptions raised through the two
PETs. The author hypothesized that the User Scheme would lead to higher
perceptions of control than the Agent Scheme (hypothesis 4). The reasoning behind
this hypothesis as outlined above was that in the User Scheme users initiate
communication with the reader infrastructure and need to confirm individual
transactions before they take place. In the Agent Scheme they delegate these initiation
decisions to an agent. As table 3 shows none of the three aspects of PET control
significantly varies between the two PET solutions. Hypothesis 4 therefore needs to
be rejected. In absolute terms users feel helpless vis-a-vis the reader infrastructure
regardless of the type of PET employed. And this is the case even though they
anticipate both PETSs to be quite easy to use (which was suggested by the two films).
Furthermore, they perceive information control on a medium level.

Table 3. Mean (m) control ratings in the experimental groups (study @)

Average Evaluation of the PET (m)
CONTROL MEASURES User Agent PET Sig.
PET
Ease of Use of PET 4,09 3,78 .052
Information through PET 3,28 3,40 480
Helplessness despite PET 4,07 4,35 112

Finally, we wanted to understand the relative importance of control, usefulness,
ease of use as well as personal variables for preferring one ore the other PET scheme.
For this purpose multiple regression analysis was conducted. Table 4 gives an
overview of the results obtained.

All three regression models summarized in table 4 displayed significant F-Values
proving that for each model the observed constructs have some systematic
relationship with the decision to use a complex PET rather than kill the chip. The
adjusted R? values (coefficients of determination) indicate that 40% to 48% of the
variance in opting for a complex PET can be explained by the constructs included in
the analyses. This level of variance explanation is quite satisfactory seen that there are
potentially many factors for which the experimenters could not control. For example,
participants’ prior experience with remembering passwords or using mobile phone
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functionality, identity theft incidents, retailer trust, etc. could all influence the
judgement in favour or against a complex PET. Since it is impossible to control for all
of these factors explaining between 40 and 48% of the variance seems a satisfying
result.

A revealing result of the regression models is that the reasons to opt for one or the
other complex PET are not identical. When participants opt in favour of the User PET
what counts for them most is the perception of usefulness of RFID after sales
services. In contrast, participants who saw the Agent Scheme scenario seem to follow
a different rationale. They opt for the complex Agent PET if their peers are in favour
of using RFID. In both groups a perception of helplessness despite PET existence
leads to a general tendency to reject both complex PETs. The more helpless users feel
despite the User or Agent PET, the more they want to kill RFID tags. Mixed evidence
was found on information properties of PETs and their effects on PET adoption. For
the User PET information control seems to play a role, yet the direction of influence
is unclear from the current analysis. For the Agent PET, in contrast, information
control does not seem to play a role for adoption. It may be speculated that this is the
case, because Agent PETs do not regularly inform users about read-outs. However,
for this construct, as well as for peer opinion internal factor consistency (see o values)
was mediocre and therefore do not allow making a very final judgement on the
reliable influence of these constructs.

When personal variables were added to explain the preference for the kill function
or the User PET in study @ it turned out that neither attitudes towards new
technologies or technical affinity nor privacy concerns play a significant role for
explaining peoples’ judgement for PET usage or kill. Equally trust in the retailer was
controlled for an yielded no impact on the adoption of PETs.

Table 4. Regression analyses: Divers for preferring the kill-function over a complex PET*

Study @ Study @
PET scenario User PET Agent PET User PET
Dependent Variable Rather kill or rather use a PET scheme? (11-point scale: 1=kill, 1 1=PET)
Mean | SD Mean | SD Mean | SD
4,03 |3.15 331 1255 4 3.13
Adjusted R* > 476 396 411
. no of . |noof . |noof .
Independent Variables ¥ items| B Sig. items| ® B Sig. items| ® B Sig.
Constant 3,963 3,285 3.991
Peer Opinion 2 |.740| .145 |.194| 2 |.468| .438 |.003| 2 - - -
Ease of use of RFID 3 |.880| .238 |.068| 3 |.785] .220 |.255| 3 |.816|(-).010|.902
Usefulness of RFID 9 1.929| 323 |.005| 9 |.878] .036 |.824| 9 |.886| .413 |.000
Ease of use of PET 3 |.881[(-).176].164| 3 |.915/(-).082|.647| 3 |.809| .036 |.629
Information PET 3 |.837[(-).335/.004| 3 |.836] .144 |.224| 4 |.773| .146 |.027
Helplessness PET 2 1.650|(-).218 019 2 |.579[(-).347]/.007| 4 |.729|(-).210|.003
Attitude new technologies - - - - - - - - 4 1.569] .001 |.990
Technical Affinity - - - - - - - - 3 |.798] .076 | .220
Privacy Profile Aware - - - - - - - - 6 |.877| .038 |.513
Privacy Identity Aware - - - - - - - - 4 |.821] .049 | .384
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The results suggest that in contrast to hypothesis 5 the two RFID PETs are not
judged upon by a common set of acceptance factors. Depending on the PETSs’
interaction design different adoption parameters are determinative for preferring it
over the kill option. Equally, hypothesis 6 can only be partially confirmed. Privacy
awareness and general attitudes toward technology do not seem to be determinative
for preferring one or another PET.

4.2 Qualitative Evaluation of PET Solutions

A final step in the analysis of PET perception was an attempt to understand why the
large majority of participants generally prefer to kill RFID chips at store exits and
what drives a smaller portion of users to instead opt for a more complex PET. In order
to investigate this issue, participants in study @ were asked to explain their judgment
for or against the User PET vis-a-vis the kill option. Explanations were given in a free
text format (open question) by 175 out of the 208 participants in the User PET study.
The author analyzed the reasoning for preferring a complex PET or rather killing tags
with the help of a content analysis [30]. Each answer typically had one main theme
(reason) for why a participant would judge for the User PET or rather favour the
killing of RFID tags. These reasons are summarized in table 5.

Table 5. Main themes for participants when opting for a User PET or instead kill tags

Kill Neutral | User PET
(1-4) (7-5) (11-8)
Reﬁ-lsons given for Preferril}g Kill 108 3 35
Function over User PET (or vice versa)

62% 18% 20%
mistrust “security” of password scheme 27 6 1
feeling to still be “recognized” somehow 17 0 0
unspecified “misuse” 15 0 0
maximum protection through kill 9 0 0
desire to not be controlled/feel in “control” 8 1 0
uncertainty towards any privacy solution 0 9 1
TRUST related reasons against User PET | 76 (70%)
consequences for society 23 2 0
other 6 0 1
transaction cost of the password scheme 3 1 0
lost RFID benefit 0 11 16
appreciation of the PET 0 1 8
transaction cost to kill 0 1 5
unconcerned 0 0 1
passive resignation 0 0 2
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175 out of the 208 participants who viewed the User PET scenario in study 2
(84%) gave a reason for why they rather preferred the kill function over the User PET
or vice versa. Out of the 108 (62%) participants who were in favour of killing RFID
tags 70% described some feeling of mistrust in the password PET. They expressed
their belief that passwords could be “hacked” or that “security” is generally weak.
They also feared some unspecified “misuse” or that they would still be recognized or
scanned somehow. These findings clearly hint to the importance of security visibility
when engineering RFID PETs. The second largest group of those who want to rather
kill RFID tags (21%) are people who seem to base their judgements on the
consequences of RFID they fear for themselves and for society at large. They mention
“privacy” and “data protection”, but also express rejection of marketing practices,
surveillance (“Big Brother”) and the course of a “chipped” society.

Subjects which were in favour of using the User PET mostly based their decision
on the fact that they appreciated RFID benefits and liked the idea to have a “choice”.
Some participants (18%) finally were stuck in the middle in seeing RFID benefits on
one side, but equally mistrusting the PET solution.

5 Discussion, Conclusions and Limitations

The main finding of the presented research is that complex PETs as they are
envisioned today by many UbiComp privacy researchers are highly likely to run into
acceptance problems with users. The majority of consumers seem to want to kill
RFID chips at store exits rather than using any of the complex technical solutions
presented to them. This is the case even though the films suggested high ease of use
and seamless privacy management. The desire to kill RFID tags is not due to the fact
that consumers do not comprehend or value the benefits of RFID services (as is often
argued by industry today). In contrast, consumers do value the service spectrum
which can be realized through RFID. But they are willing to forgo these benefits in
order to protect their privacy. This highlights the importance of the topic of privacy
for the UbiComp research community.

Content analysis suggests that what users are looking for are highly trustworthy
and straight forward solutions to privacy. Solutions that leave no room for speculation
about security levels as passwords may be hacked or network protocols may be
intransparent. Instead signalling security and trust to users through respective
interface design may be very relevant for privacy engineering in UbiComp.

A further finding of the study is that the User Scheme does not seem to be superior
to the Agent Scheme. Despite user initiation of network communication the PET does
not induce higher levels of perceived control. However, the results from regression
analyses suggest that User Scheme appreciation can be improved by working on the
PET itself: Information control provided through the User PET seems to directly
influence its appreciation. Thus, if users have the impression that they have a direct
choice in a context to activate chips on an informed basis then they are also more
likely to prefer the User PET over the kill option. Content analysis furthermore
revealed that information provided here should include reassuring messages about the
security level achieved by the PET. Therefore, research in security visibility as
currently driven by the W3C may be of high interest in the UbiComp community
[31].
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In contrast, Agent PETs do not seem to be based on the same dynamics. If network
agents organize users’ privacy in a largely autonomous way, then people seem to rely
more on the recommendations of peers when deciding not to kill. If peers say that
RFID is fine to use, then trust which is placed in the Agent PET seems to increase.

A limitation of the present research is that it only showed one type of User PET
which was based on passwords. People often attribute problems to passwords, both in
handling them and in terms of security [32]. Different results may have been obtained
if the User Scheme film had shown, for example, biometrics as the authentication
mechanism. Thus, the empirical investigation presented here is really only viable for
the concrete technological scenarios shown to the participants and not sufficient to
deduct conclusions about user initiated communications in general. More research is
needed for generalize the findings.

Furthermore, film scenarios may bear the methodological risk of bias. We made an
effort to minimize bias and controlled for the neutrality of the film material. Yet, we
can hardly measure how strongly people were impacted by the sole mentioning of
privacy issues. Privacy is a subject of prime importance to Germans and it may be
that this cultural background has led to stronger results in favour of killing RFID
chips than may be the result if the study was replicated in other cultures. Furthermore,
it is well known that behavioural intentions as expressed in such surveys, even though
being strong indicators for actions taken cannot be equalized with actual behavior [28,
33, 34] (mean correlations are around .53 according to [35]).

An advantage of using film scenarios is the wide spectrum of services that can be
shown as well as the visualization of service and protection alternatives. Drawbacks
of usability studies with real prototypes can be avoided in this way. For example,
malfunctioning of prototypes, difficulties of use, very small sample sizes, etc. The
methodological approach taken in the studies presented here therefore is new. Yet, it
may be interesting for UbiComp researchers in general, because they have to envision
what exactly their applications will look like to future users and test alternatives in
advance. In this way potential acceptance problems may be detected and corrected
early in the development cycle.
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Abstract. Most of today’s authentication schemes involve verifying the
identity of a principal in some way. This process is commonly known
as entity authentication. In emerging ubiquitous computing paradigms
which are highly dynamic and mobile in nature, entity authentication
may not be sufficient or even appropriate, especially if a principal’s pri-
vacy is to be protected. In order to preserve privacy, other attributes
(e.g. location or trustworthiness) of the principal may need to be authen-
ticated to a verifier. In this paper we propose Ninja: a non-identity-based
authentication scheme for a mobile ubiquitous environment, in which the
trustworthiness of a user’s device is authenticated anonymously to a re-
mote Service Provider (verifier), during the service discovery process. We
show how this can be achieved using Trusted Computing functionality.

Keywords: Security, Privacy, Ubiquitous, Trusted Computing.

1 Introduction

In the Mobile VCHI Core 4 research programme on Ubiquitous Services, it is
envisaged that in a mobile ubiquitous environment (as shown in figure [l), users
(through one of their mobile devices and via some network access technologies)
will be able to seamlessly discover, select, and access a rich offering of services
and content from a range of service providers. To realise this vision, security and
privacy issues must be addressed from the outset, alongside other technological
innovations. Only if users are confident that their security and privacy will not
be compromised, will we see the widespread adoption of ubiquitous services.
As shown in figure [Il one of the primary aims for a user is to access the
various services that are offered. But, before any services can be accessed and
consumed, they must first be located via a process known as service discovery.
Many service discovery schemes [II2I3] have recently been proposed for ubig-
uitous environments, but few [J5] have addressed security and privacy issues,
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despite their fundamental importance. It is imperative that the process of service
discovery is conducted in a secure and private way, in order to protect the secu-
rity and privacy of both users and service providers. One fundamental security
requirement is mutual authentication between a user and service provider.

Authentication is important for several reasons. Firstly, it is a basic security
service upon which a range of other security services (e.g. authorisation) can
be built. Secondly, it gives users and service providers assurance that they are
indeed interacting with the intended parties, and not some malicious entities.
Unfortunately, conventional entity authentication [6] may not be adequate for
a ubiquitous environment [7], because an identity may be meaningless in such
a setting. Instead, other user attributes [7] may need to be authenticated to a
service provider. Furthermore, consumers are becoming increasingly concerned
about their privacy [8I9], and the potential risks (such as identity theft) of leav-
ing any form of digital trail when making electronic transactions. Given a choice,
users may prefer to interact with service providers anonymously (or pseudony-
mously). Under these circumstances, it may in fact be undesirable to authenti-
cate the identity of a user. Preserving user privacy can be particularly challenging
in a ubiquitous environment [IO/IT], and if privacy is preserved (through user
anonymity), how can we then convince a service provider that an anonymous
user is trustworthy? This is the challenge addressed in this paper.

We thus propose Ninja: a non-identity based, privacy preserving, mutual au-
thentication scheme designed to address the service discovery security and privacy
challenges in a mobile ubiquitous environment. During service discovery, a service
user and service provider are mutually authenticated, whilst preserving the pri-
vacy of a user. Instead of authenticating the user identity to a service provider,
the user’s trustworthiness is authenticated. Our scheme employs two key func-
tionalities of Trusted Computing (TC) technology [I2/I3], namely, the Integrity
Measurement, Storage and Reporting Mechanism, and the Direct Anonymous At-
testation Protocol. We therefore implicitly assume that a user device is equipped
with TC functionality; current trends suggest that this is a reasonable assump-
tion for the near future. Ninja is an application layer solution, and possesses many
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desirable security and privacy properties, such as: user anonymity, service infor-
mation confidentiality, unlinkability, and rogue blacklisting.

The remainder of the paper is organised as follows. In section 2, we discuss
various service discovery security and privacy issues. Section 3 describes the
relevant Trusted Computing functionality. In section 4, we present the Ninja
authentication scheme, and in section 5 analyse its security. In the penultimate
section, we discuss related work, and finally, conclusions are drawn in section 7.

2 Service Discovery Security and Privacy Issues

In this section, we focus on the security and privacy issues arising from the
service discovery process in a ubiquitous computing environment.

2.1 Adversary Model

Service discovery typically involves interactions between a user, the user’s device,
a service provider, and at times, a trusted third party. Unfortunately, these
entities may be malicious, and pose a variety of threats to the service discovery
process and to the participating entities. Against this backdrop, we identify eight
adversary settings, covering both active and passive adversaries. They are:

1. Innocent User with Malicious Device (IUMD). Unbeknownst to a user,
his/her device is compromised (e.g. with malware, keystroke-logger, etc).

2. Malicious User with Trustworthy Device (MUTD). A malicious user
who has taken physical control of (e.g. stolen) another entity’s device.

3. Malicious User with Malicious Device (MUMD). The combination of
IUMD and MUTD.

4. Malicious Service Provider(s) (MSP). A MSP’s main motive is to mas-
querade to a user as a legitimate service provider.

5. Curious Service Provider(s) (CSP). A CSP is not malicious, but seeks
only to learn more about the behaviour of its users.

6. Malicious Man-in-the-Middle (MitM). A MitM’s actions are intended
to disrupt the proper operation of the service discovery process.

7. Curious Trusted Third Party (CTTP). A CTTP performs its role cor-
rectly, but also seeks to learn about the activities and habits of a user.

8. Passive Eavesdropper (PE). A PE does not disrupt the communication,
but monitors it to learn the content and the entities involved.

2.2 Security and Privacy Threat Model

We now consider possible service discovery threats. We also consider what threats
are posed by each of the above adversarial settings, and present them in a Threats
versus Adversary Matrix (in Table 1). The service discovery threats are:

1. Spoofing. A malicious entity may masquerade as a legitimate service provider
or service user either by sending false service advertisements/requests,
through replay, or by man-in-the-middle attacks.
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2. Information Disclosure

(a) User’s Personally Identifiable Information (PII). During the pro-
cess of service discovery, a user’s PII, such as his/her identity (e.g. in the
form of a long lived key) or physical location, may be revealed (either
willingly or unwillingly) to a service provider or passive eavesdropper.

(b) Service Information (SI). By observing the service information ex-
changed by a user and service provider (e.g. the service request types),
a passive adversary may build up a profile of the user. This information
may later be used to predict future patterns and habits of the user. The
privacy of the user is potentially compromised as a result.

3. Profile Linking. Colluding service providers may buy, sell or exchange
information about their users or customers. This could not only provide
service providers with monetary benefits, but also enhance their business
intelligence and gain competitive advantage, e.g. if they are able to build
more comprehensive user profiles (with or without their permission). Finally,
the consequences for user privacy could be even more serious if a trusted third
party colludes with service providers.

4. Encouragement of Rogue Behaviour. With the knowledge that privacy
enhancing technologies are employed to protect their identities, users may
be tempted to “misbehave” or act maliciously, since it may be difficult or
even impossible for service providers to determine who is misbehaving.

Table 1. Threats and Adversary Matrix

Threats vs Adversary IUMD MUTD MUMD MSP CSP MitM CTTP PE

Spoofing v v v v v

User Identity Disclosure v v v v oV v v v
SI Disclosure v v v v v
User Profile Linking v v v
Rogue Behaviour Denial v v

2.3 Specific Security and Privacy Requirements

From the above threat analysis, we derive the corresponding security and privacy
requirements:

e Mutual Authentication. This is one of the most important requirements,
as it can prevent spoofing (by malicious users or service providers). The
mutual authentication scheme should also be designed to prevent replay and
man-in-the-middle attacks. To protect privacy, a user may want to remain
anonymous to a service provider. So, instead of authenticating his identity
to a service provider, the user may want to somehow prove or authenticate
his “trustworthiness” to the service provider.

e User Anonymity. Unique user identifying information (e.g. an identifier or
a long lived key) should not be divulged to a service provider during service
discovery. A user may interact with service providers using a pseudonym.
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e Service Information Confidentiality. To further preserve the privacy of
the user, service information originating from the user may be encrypted.

e Unlinkability. Colluding service providers should not be able to link the
activities of a user. Similarly, when a trusted third party colludes with a ser-
vice provider, they should not be able to correlate the actions of a particular
user. In other words, it should be impossible for colluding service providers
to tell if two sets of prior service transactions (made with different providers)
involved the same or different user(s).

e Transaction Linkability/History. For billing or other purposes, it may
be necessary for a service provider to maintain the transaction histories of
its users. A service provider may thus need to be able to determine whether
a particular user is a repeat user (and, if so, which one) or a first time user,
whilst still being unable to determine the unique identity of the user. This
is not always a requirement, and providing it may require user consent.

e Rogue Blacklisting. Service providers should be able to identify and black-
list malicious and untrustworthy hosts.

2.4 Challenges

We therefore need to devise a mutual authentication scheme that meets all these
requirements. This is particularly challenging for several reasons. Conventional
mutual authentication schemes normally require the user identity to be authen-
ticated to a verifier. But here, user privacy is a priority, and so user anonymity
is required during authentication. How then can we convince a service provider
that an anonymous user is trustworthy? Also, if user anonymity is provided,
can we detect malicious or illegitimate users? We are, in fact, trying to achieve
security and privacy concurrently, whilst protecting the interests of both users
and service providers. This is the challenge addressed here.

Our scheme, Ninja, allows a user to authenticate the service provider, whilst
simultaneously allowing a service provider to anonymously authenticate a user’s
trustworthiness. The scheme is so called because the process is to some extent
analogous to the process of a ninja assassinating a person in Japanese folklordd.

3 Trusted Computing Overview

Trusted Computing, as developed by the Trusted Computing Grourﬁ (TCG),
is a technology designed to enhance the security of computing platforms. It in-
volves incorporating trusted hardware functionality, or so called “roots of trust”,
into platforms. Users can thereby gain greater assurance that a platform is be-
having in the expected manner [T2JT314]. The trusted hardware, in the form of

2 A ninja is asked to assassinate someone (Bob) whom he has never met; he is only
given Bob’s photograph. When they meet, the ninja authenticates Bob physically.
Bob, on seeing a ninja with a sword, knows (trusts) that the ninja wishes to kill him,
but does not need to know the ninja’s real identity, whose anonymity is preserved.

3 http://www.trustedcomputinggroup.org/
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a hardware component called the Trusted Platform Module (TPM), is built into
a host platform. The TPM provides the platform with a foundation of trust, as
well as the basis on which a suite of Trusted Computing security functionalities
is built. The TPM and its host are collectively referred to as a Trusted Platform.

We next introduce the keys used by a TPM, as well as the Trusted Computing
functionality used in our scheme, i.e. the Integrity Measurement, Storage and
Reporting Mechanisms, and the Direct Anonymous Attestation (DAA) Protocol.
The descriptions below are based upon v1.2 of the TCG TPM specifications [14].

3.1 TPM Keys and Identities

Each TPM has a unique 2048-bit RSA key pair called the Endorsement Key
(EK). The EK is likely to be generated by the TPM manufacturer, and the EK
private key, together with a certificate for the corresponding public key, can be
used to prove that a genuine TPM is contained in a platform. However, since a
TPM only has one such key pair, a TPM can be uniquely identified by its EK.
The EK is therefore only used in special circumstances. A TPM can, however,
generate an arbitrary number of 2048-bit RSA Attestation Identity Key (AIK)
key pairs, which are used for interacting with other entities. AIKs function as
pseudonyms for a trusted platform, and platform privacy can be achieved by
using a different AIK to interact with different entities. In order to prove that a
particular AIK originates from a genuine TPM, a platform has to prove that the
ATK public key is associated with a genuine trusted platform; this involves using
the EK with a trusted third party in such a way that the AIK cannot be linked
to a particular EK, even by the trusted third party that sees the EK public key.
The DAA protocol (discussed in Section [B3)) is used to support this process.

3.2 Integrity Measurement, Storage and Reporting

Integrity Measurement, Storage and Reporting (IMSR) is a key feature of Trusted
Computing that builds on the three Roots of Trust in a trusted platform: a root of
trust for measurement (RTM), a root of trust for storage (RTS), and a root of trust
for reporting (RTR). Together, they allow a verifier to learn the operational state
of a platform, and hence obtain evidence of a platform’s behaviour. This function-
ality is extremely important, as a platform may potentially enter a wide range of
operational states, including insecure and undesirable states.

Integrity Measurement. Integrity measurement involves the RTM, a com-
puting engine in the TPM, measuring a platform’s operational state and charac-
teristics. The measured values, known as integrity metrics, convey information
about the platform’s current state (and hence trustworthiness).

Integrity Storage. Details of exactly what measurements have been performed
are stored in a file called the Stored Measurement Log (SML). Using the RTS, a
digest (i.e. a cryptographic hash computed using Secure Hash Algorithm 1 (SHA-
1) [I5]) of the integrity metrics is saved in one of the TPM’s internal registers,
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called Platform Configuration Registers (PCRs). The SML contains the sequence
of all measured events, and each sequence shares a common measurement digest.
Since an SML may become fairly large, it does not reside in the TPM. Integrity
protection for the SML is not necessary, since it functions as a means to interpret
the integrity measurements in the PCRs, and any modifications to the SML will
cause subsequent PCR verifications to fail.

There are only a limited number of PCRs in the TPM. So, in order to ensure
that previous and related measured values are not ignored/discarded, and the
order of operations is preserved, new measurements are appended to a previous
measurement digest, re-hashed, and then put back into the relevant PCR. This
technique is known as extending the digest, and operates as follows:

PCR;[n] < SHA-1(PCR;_;[n]|| New integrity metric),

where PCR;[n] denotes the content of the nth PCR after i extension operations,
and || denotes the concatenation of two messages.

Integrity Reporting. The final phase of the IMSR process is Integrity Re-
porting. The RTR has two main responsibilities during Integrity Reporting:

1. to retrieve and provide a challenger with the requested integrity metrics
(i.e. the relevant part of the SML, and the corresponding PCR values); and

2. to attest to (prove) the authenticity of the integrity metrics to a challenger
by signing the PCR values using one of the TPM’s AIK private keys.

To verify the integrity measurements, the verifier computes the measurement
digest (using the relevant portion of the SML), compares it with the correspond-
ing PCR values, and checks the signature on the PCR values. The process of
integrity reporting is also often referred to as Attestation.

3.3 Direct Anonymous Attestation

Direct Anonymous Attestation (DAA) [I6/13] is a special type of signature
scheme that can be used to anonymously authenticate a TCG v1.2 compliant
platform to a remote verifier. The key feature that DAA provides is the capability
for a TPM (a prover) to convince a remote verifier that:

e it is indeed a genuine TPM (and hence it will behave in a trustworthy man-
ner) without revealing any unique identifiers;

e an AIK public key is held by a TPM, without allowing colluding verifiers to
link transactions involving different AIKs from the same platform.

The above-mentioned features help to protect the privacy of a TPM user.
Another important feature of DAA is that the powers of the supporting Trusted
Third Party (DAA Issuer) are minimised, as it cannot link the actions of users
(even when it colludes with a verifier), and hence compromise the user’s privacy.

DAA allows a prover to anonymously convince a remote verifier that it has
obtained an anonymous attestation credential, or DAA Certificate (a Camenisch-
Lysyanskaya (CL) signature [I7]), from a specific DAA Issuer (Attester). The
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DAA Certificate also serves to provide the implicit “link” between an EK and
an AIK. The DAA scheme is made up of two sub-protocols: DAA Join and DAA
Sign. We now provide a simplified description of these two sub-protocols [16].

DAA Join Protocol. The Join protocol enables the TPM to obtain a DAA
Certificate (also known as an anonymous attestation credential) from the DAA
Issuer. The Join protocol is based on the CL signature scheme [I7].

Let (n,S,Z, R) be the DAA Issuer public key, where n is an RSA modulus,
and S, Z, and R are integers modulo n. We assume that the platform (TPM) is
already authenticated to the DAA Issuer via its Endorsement Key, EK.

The platform (TPM) first generates a DAA secret value f, and makes a com-
mitment to f by computing U = RfS*" mod n, where v’ is a value chosen ran-
domly to “blind” f. The platform (TPM) also computes N; = C}c mod I", where
(1 is derived from the DAA Issuer’s name, and I is a large prime. The platform
(TPM) then sends (U, N1) to the DAA Issuer, and convinces the DAA Issuer
that U and N are correctly formed (using a zero knowledge proof [I8I19]). If
the DAA Issuer accepts the proof, it will sign the hidden message U, by com-
puting A = (Ugv,, )¢ mod n, where v" is a random integer, and e is a ran-
dom prime. The DAA Issuer then sends the platform (i.e. the TPM) the triple
(A,e,v"), and proves that A was computed correctly. The DAA Certificate is
then (A,e,v =v +0v").

DA A Sign Protocol. The Sign protocol allows a platform to prove to a verifier
that it is in possession of a DAA Certificate, and at the same time, to sign and
authenticate a message. The platform signs a message m using its DAA Secret
f, its DAA Certificate, and the public parameters of the system. The message
m may be an Attestation Identity Key (AIK) generated by the TPM, or an
arbitrary message. The platform also computes Ny = ¢/ mod I" as part of the
signature computation (the selection of ¢ will be discussed in the next section).
The output of the Sign protocol is known as the DAA Signature, o.

The verifier verifies the DAA Signature o, and on successful verification of o,
is convinced that:

1. the platform has a DAA Certificate (A, e, v) from a specific DAA Issuer, and
hence it is a genuine TPM containing a legitimate EK; this is accomplished
by a zero-knowledge proof of knowledge of a set of values f, A, e, and v such
that A°R7SY = Z (mod n);

2. a message m was signed by the TPM using its DAA secret f, where f is the
same as the value in the DAA Certificate (used in step 1); if m includes an
AIK public key, then the AIK originates from a genuine TPM.

In summary, once a platform (TPM) has obtained a DAA Certificate (which
only needs to be done once), it is able to subsequently DAA-Sign as many AIKs
as its wishes, without involving the DAA Issuer.

Variable Anonymity. Anonymity and unlinkability are provided to a user by
using two parameters: (, also referred to as the Base, and the AIK. The choice
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of the base directly affects the degree of anonymity afforded to a TPM user. If
perfect anonymity is desired, then a different, random, base value should be used
for every interaction with a verifier. Conversely, if the same base value is used
for every interaction with a verifier, then the verifier can identify that this is the
same TPM. In addition, if the same base value is used to interact with different
verifiers, then they are able to correlate the activities of a particular TPM. (A
more detailed discussion of the effects of choices of base values is given in [20]).

As discussed in Section Bl a TPM is capable of generating multiple platform
identities, simply by generating different AIK key pairs. Different AIKs may
therefore be used to interact with different verifiers so as to remain unlinkable
(provided the base is different).

4 The Ninja Authentication Scheme

In this section, we present the Ninja authentication scheme, designed to mutually
authenticate a user (via his platform) and a service provider, whilst preserving
the privacy of the user. The Ninja scheme is intended to be used during the
service discovery process, immediately prior to service provisioning. It is designed
to meet all the security and privacy requirements set out in Section 2.3.

First, we introduce the entities participating in the protocol. Next, we state the
assumptions upon which the scheme is based. Finally, we describe the operation
of the scheme.

4.1 The Entities
The entities involved in the protocol are as follows.

e The Service User, often a human, is the end consumer of a service.

e The trusted platform, or Platform in short, is the device which a service
user will use to interact with other entities.

e The DAA Issuer issues DAA Certificates to legitimate platforms.

e The Service Provider is an entity that provides service(s) or content
(e.g. music, videos, podcasts) to service users (via the platform). A service
provider also acts as the verifier of a platform’s DAA Signatures.

4.2 Assumptions
The correct working of the scheme relies on a number of assumptions.

e The service user is already authenticated to the platform.

e The platform running the Ninja protocol is equipped with TC functionality
conforming to v1.2 of the TCG specifications [14].

e Service users only obtain DAA Certificates from trustworthy DAA Issuers
(i.e. those that use the same public key for a very large set of users) [21].
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e Each service provider possesses one or more X.509 v3 [22] public key certifi-

cates, issued by trustworthy Certification Authorities (CAs). The platform
is equipped with the root certificates of these trusted CAs, and is capable of
periodically receiving Certificate Revocation List (CRL) updates.

Service users and service providers have loosely synchronised clocks (e.g.
within an hour of each other). This enables service users and service providers
to check that a service advertisement message or a service reply message is
fresh (or recent enough).

Service providers have set up system parameters, p and g, for the Diffie-
Hellman (DH) key agreement protocol [23], prior to the protocol run. The
(large) prime p is chosen such that p — 1 has a large prime factor ¢ (e.g. p =
2¢ + 1), and g is chosen to have multiplicative order ¢, so that it generates
a multiplicative subgroup of Z; of prime order gq.

Finally note that the scheme is independent of the underlying transport and

network layer protocols, as it is purely an application layer solution.

4.3 The Scheme

Before describing the scheme, we first introduce some notation (see Table [2).

The Ninja scheme involves three distinct phases, the Join Phase, the Mutual

Authentication Phase, and the Verification Phase, described below.

Join Phase. The Join Phase enables a platform to obtain a DAA Certificate
from a DAA Issuer. The platform later uses this DAA Certificate, in the mutual

Table 2. Notation

Notation Description

P
SP
I

The Platform
The Service Provider
The DAA Issuer

!

v, v e

b, g

SrvAdv
SrvRep
SrvInfo
AdvID

ta

N

IDy

(Eka7 EKsk)
(AIK,, AIK )
(PKa,SKa)
Certy

H

Encg (M)
Decg (M)
MACK (M)

A non-migratable DAA secret value generated by the TPM
DAA parameters (described in Section 3.2)

System parameters for DH-key agreement

Service Advertisement Message

Service Reply Message

Service Information

An Advertisement ID number

A Timestamp generated by a principal, A

A Nonce (a random value)

The identity of a principal, A

The pair of Public and Private Endorsement Keys

A pair of Public and Private Attestation Identity Keys
The Public and Private Key pair of a principal, A

An X.509 v3 Public Key Certificate for a principal, A

A cryptographic hash-function

The encryption of a message, M, using the key K

The decryption of a message, M, using the key K

The message authentication code (MAC) of a message, M, computed
using the key K

Sigik (M) A signature on a message, M, signed using the key K
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authentication phase, to anonymously authenticate itself to a service provider.
The entities involved are the Platform, P, and the DAA Issuer, I. Note that the
Join Phase is identical to the DAA Join Protocol specified in [16]; it may have
taken place before a device is shipped to the user. The sequence of events is as
follows (see also figure [2J).

1.

The platform (TPM) generates its DAA Secret value f, and a random value
v'. It computes U and Ny (as described in Section B3)), and then sends U,
Ny, and its Endorsement Public Key, EK,, to the DAA Issuer.

To verify that U originates from the TPM in the platform that owns FKpy,
the DAA Issuer engages in a simple Challenge-Response protocol with the
platform. It generates a random message m, and encrypts m using EK,. It
sends the challenge, Chl = Encgg,, (m) to the platform.

If the platform owns EKpy, it should have the corresponding EK,, and
hence be able to decrypt Encgg,, (m), to retrieve m. The platform (TPM)
then computes and sends the response » = H(U||m) to the DAA Issuer.

. The DAA Issuer computes H(U||m) using the value of m it sent in step 2,

and compares the result with the value of r received from the platform. If
the two values agree, then the DAA Issuer is convinced that U originated
from the TPM that owns EK,y.

Finally, the DAA TIssuer generates v/ and e, and then computes A (as de-
scribed in SectionB3). The DAA Issuer then sends (A, e, v"”) to the platform.
The DAA Certificate is (4, e, v), where v = v'4+v". The DAA Issuer does not
have full knowledge of the DAA Certificate, since the certificate was jointly
created by the platform and the DAA Issuer. This property helps preserve
the anonymity of the user/platform.

Platform DAA Issuer
1. generates f,v’
!’
U« RS, Ny <¢f

EK,r, U Ny
2. generates m
Chl < EncEka(m)
Chl
3. m' < Decgr_, (Chl)
r < H(U|lm')
r
4. If: r = H(U||m)
5. Then: generates v/ &
Z \l/e
A<= (US””) mod n
(A, e,v")

6. DAA Cert:=(A,e,v)
where v = v" + v’

Fig. 2. Join Phase
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Mutual Authentication Phase. Service discovery typically involves the ex-
change of service advertisement and service reply messages between the user and
service provider. To avoid increasing the communication overheads, we incorpo-
rate the authentication mechanisms into these messages. In other words, service
discovery and mutual authentication take place concurrently. We now examine
how the messages are constructed to achieve our aim of mutual authentication.

The service provider, SP, initiates the service discovery and mutual authen-
tication processes by constructing and sending an authenticated service adver-
tisement message, as follows (also shown in figure ().

1. SP generates a random number b and computes g® mod p. These values are
used later as part of a Diffie-Hellman key agreement protocol to establish a
shared key with the user.

2. SP constructs the service advertisement message,

SrvAdv = (IDgp, SrvInfo, AdvID, N, tsp, g, p, g” mod p).

3. SP signs SrvAdv, using its private key, SKgp, and obtains the signature,
Sigsksp (SrvAdv). SP then broadcasts SrvAdv, Sigsk,, (SrvAdv), and Certgp
to the platforms of prospective service users:

SP — platforms : SrvAdv, Sigsk,, (SrvAdv), Certgp.

Suppose that a prospective user receives the above service advertisement (via
his platform), and is interested in the advertised service. The user’s platform
then authenticates the service provider by retrieving PKgp from Certsp, and
then using it to verify Sigsk,, (SrvAdv), and checking to see if the timestamp is
valid. If the verification outcome is satisfactory, then, at this point, the service
provider is authenticated to the user.

Using the platform, the user now anonymously authenticates itself (i.e. its
trustworthiness) to the service provider, as follows (see also Protocol ).

1. The platform generates an AIK key pair (AIK,;, AIKg).

2. The platform sends its SML and the corresponding PCR values to the service
provider for validation. To further prove that the PCR, values originate from
the TPM, the TPM signs the PCR values (from SrvAdv), using AIK, (from
step 1), to create:

SigA[KS,C(PCRHN).

The Nonce N is included to prevent replay attacks.

3. The platform computes ¢ = H(IDgp). It then creates a pseudonym, N, = ¢/
(where f is the DAA Secret generated during the join phase) for use when
interacting with the service provider.

4. To prove that the ATK (from steps 1 and 2) originates from a genuine TPM,
the platform DAA-Signs AIK,; using f, DAA Certificate, and the other
public parameters of the system. The output is the DAA Signature o (which
also includes ¢ and N,).
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To complete the Diffie-Hellman key agreement protocol, the platform gener-
ates a random number a, and computes:

g*modp and K = (g*)* mod p.
The platform constructs the Service Reply message as:
SrvRep = (Advld, SrvInfo, AIK,,, SML, Sigaix, (PCR||N), 0, t,).

The platform encrypts SrvRep using the key K7, and then computes a MAC
of the encrypted SrvRep using the key Ko, where K = K[| K3, to give:

Encgk,(SrvRep) and MACk,(Enck, (SrvRep)).

The user sends Encg, (SrvRep), MACk,(Enck, (SrvRep)), and ¢g* mod p to
the service provider.

P — SP: Encg, (SrvRep), MACk, (Enck, (SrvRep)), g° mod p.

Platform Service Provider
generates b, x < gb mod p
constructs SrvAdv:=(IDgp,
Srvinfo, AdvID, N, te,, g, p, )
Sy &= SigsKSP (SrvAdv)

SrvAdv, Sy, Certsp

generates AIK,,, AIK
retrieves SML & PCR,
Sy <~ S’igA]KSk (PCRHN)
¢ < H(IDsp), N, < ¢
o <= DAA-Signs (AIK)
generates a, y < g% mod p
K < (¢*)* mod p
constructs
SrvRep:=(Advld, Srvinfo, S,,
SML, AIK i, 0, t,)
E, < Enck, (SrvRep),
MACk, (E:)

Ey, MACKk, (E:),y

Fig. 3. Mutual Authentication Phase

Verification Phase. On receiving a service reply message from a platform, the
service provider SP performs the following steps to verify its trustworthiness.

1.

2.

SP computes K = (¢g%)® mod p and hence obtains K; and K, (where K =
K ||K3). SP then checks the integrity of the received value of Encg, (SrvRep)
by recomputing the MAC using K3 and comparing it with the received value.
SP extracts SrvRep by decrypting Enck, (SrvRep) using K;. SP also checks
that the timestamp ¢, extracted from SrvRep, is valid.
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3. SP verifies the DAA Signature o, and is thus convinced that the platform
is in possession of a legitimate DAA Certificate from a specific DAA Issuer,
which implies that a genuine TPM is contained in the platform.

4. SP is also convinced that AIK,; was signed using the platform’s DAA Secret
f. Even though the value of f is never revealed to SP, SP knows that the
value is related to a genuine DAA Certificate.

5. SP checks that the nonce N is the same as that sent in SrvAdv.

6. SP verifies the trustworthiness of the platform by examining the platform in-
tegrity measurements. This involves recursively hashing the values contained
in the SML, and comparing them with the corresponding PCR values.

7. If SP is satisfied with the integrity measurements, then the platform (and
hence the user) is authenticated to SP.

To authenticate to another service provider, the user platform should generate
a new AIK key pair, but only needs to repeat the mutual authentication phase,
i.e. it does not need to perform the join phase again. The user platform should
also use a different N,, value.

5 Security Analysis and Discussion

We now assess the scheme against our security and privacy requirements.

Mutual Authentication. Mutual authentication is achieved in the follow-

ing way. A service provider is first authenticated to a prospective service user

through a service advertisement message, protected using conventional crypto-

graphic mechanisms (e.g. as enabled by a PKI). If a prospective user is interested

in the service, then the trustworthiness of the user platform is anonymously au-

thenticated to the service provider via a service reply message, using DAA.
The scheme is also resistant to the following attacks.

e Replay: The use of the timestamps tg, and ¢, in the SrvAdv and SrvRep
messages allows the recipients to check that they are fresh or recent (enough).
An adversary which knows an old session key K may be able to decrypt an
old SrvRep message, and could try to use the corresponding old signature,
Sigark,, (PCR||N), to reply to a new SrvAdv message. This will fail because
the signature is computed as a function of the nonce N from SrvAdv, and a
replayed signature will have been computed using a different value of N.

e Man-in-the-Middle (MitM): Since SrvAdv is authenticated, a MitM can-
not masquerade as an SP to a user. A MitM can make a response on its own
behalf (as can anyone receiving SrvAdv). However, a MitM cannot masquer-
ade as a legitimate user by manipulating the SruRep message. If it tries to
generate a SrvRep with a different Diffie-Hellman parameter y, then it can
only generate a completely new response, since it cannot decrypt a SruRep
generated by another user. If it leaves y unchanged, then any modifications
to SruRep will be detected by the service provider, since it is integrity pro-
tected using a MAC computed as a function of the Diffie-Hellman key.
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User Anonymity. The public part of the Endorsement Key, EKy, is never
disclosed to a service provider, since it would function as a permanent identifier
for the platform. Users instead interact with service providers using AIKs, which
act as pseudonyms. Since it is computationally infeasible for service providers,
or even the DAA Issuer, to link two AIK public keys from the same platform
(see Section [33)), users will remain anonymous to service providers (e.g. CSPs),
as well as curious DAA Issuers (i.e. CTTPs) and passive eavesdroppers.

Service Information (SI) Confidentiality. A SruRep message contains ser-
vice information which, if disclosed, could reveal a user’s service preferences and
habits, thereby compromising user privacy. To prevent such a disclosure (e.g. to
eavesdroppers or a MitM), SrvRep is encrypted using a secret key known only
to the service user and the service provider. Whilst there is nothing to prevent
a MSP from divulging the SI of an anonymous user, the user’s SI confidentiality
is still preserved, as the MSP is unable to determine which SI corresponds to
which user.

Unlinkability /Collusion Resistance. User platforms should interact with
different SPs using different AIK public keys and N,, values. It is computationally
infeasible for colluding service providers to link these keys (see Section B3)), i.e.
a user’s service activities with different service providers are unlinkable. This
remains true even in the case of a colluding DAA Issuer (i.e. a CTTP), again
as discussed in Section Our scheme is therefore resistant to two or more
colluding SPs (the CSP case), as well as a DAA Issuer colluding with one or
more SPs (the CTTP case).

Transaction History. For business reasons (e.g. to support customer loyalty
rewards or discounts), it may be necessary for service providers to link a repeat
service user. This can be achieved without compromising a user’s privacy or
anonymity if a service user always uses the same value of N, to interact with a
particular service provider. A service user will not need to store N, as it will be
recovered during re-computation (since ¢ and f should remain unchanged).

Blacklisting Malicious Parties. A detected rogue service provider can be
added to the appropriate CRL, enabling users to avoid known fraudulent SPs.
Similarly, an SP may want to blacklist a misbehaving or malicious user, to bar
this user from future service interactions. This requires a means for the SP
to recognise a malicious platform, whilst it remains anonymous. This can be
achieved by blacklisting platform pseudonyms, i.e. the N, values of such plat-
forms. Blacklisting the AIK will not work, as a rogue user can simply generate
a new AIK, DAA-Sign it, and then interact with the service provider again.

A rogue user could only avoid detection by obtaining a new pseudonym, N,.
This would involve using a new value for f (the DAA secret). Although a TPM
could generate a new f value, it is unlikely that it will be able to obtain a DAA
Certificate for it. DAA certificate issue is expected to be subject to careful checks,
and a platform is not expected to possess more than one DAA Certificate from
a DAA Issuer. Also, if a DAA Certificate (i.e. a triple of values A,e,v) and the
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value f are found in the public domain (e.g. on the Internet), then they should
be sent to all potential service providers for blacklisting. The service providers
can then add them to privately maintained lists of rogue keys.

6 Related Work

Apart from being unsuitable for ubiquitous computing environments [3], exist-
ing service discovery approaches (such as Java Jini [24], UPnP [25], SLP [26],
DEAPspace [27] and Salutation [28]) do not address the privacy issues raised
here. Zhu et al. describe a privacy preserving service discovery protocol [29/4],
where users and service providers progressively reveal Personally Identifiable In-
formation (PII) to each other. A user’s PII is eventually divulged to a service
provider, and so service providers could still collude and link user activities.
Abadi and Fournet proposed a private authentication scheme [30], which pro-
tects two communicating principals’ privacy (identity and location) from third
parties. This only protects a user’s PII against eavesdropping third parties, and
not from the service providers. Ren et al.’s privacy preserving authentication
scheme [3I] uses blind signatures and hash chains to protect the privacy of
service users. This scheme requires a mobile user and service to authenticate
each other via some out of band mechanisms, prior to a privacy-preserving ser-
vice interaction. This may not be a realistic approach for a mobile ubiquitous
environment.

In the k-Times Anonymous Authentication scheme [32], a user can anony-
mously access a service a predetermined number of times (as decided by the
service provider). This approach is extremely inflexible for a ubiquitous envi-
ronment. For instance, a service provider cannot prevent a malicious user from
having future service interactions. In the Chowdhury et al. Anonymous Authen-
tication scheme [33], users interact with different service providers using different
surrogates (one-time values) every time, to preserve user anonymity. However,
the trusted ‘Issuing Authority’, can still link user activities. Similarly, in v1.1 of
the TCG specifications [I2I34], a user’s activities are unlinkable by different ser-
vice providers, but if the trusted ‘Privacy CA’ colludes with the service providers,
then the activities of a user are linkable, and his/her privacy will hence be com-
promised. In the Ninja scheme, the trusted third party, i.e. the DAA Issuer, is
unable to collude with service providers and link the activities of a user.

7 Conclusions

We identified security and privacy threats that may arise during service discov-
ery in a ubiquitous computing environment; we also derived corresponding se-
curity and privacy requirements. We presented the Ninja mutual authentication
scheme, using Trusted Computing functionality, which preserves user privacy.
Apart from being communications-efficient (only two messages are required), the
scheme also satisfies all the identified security requirements. To a service user
and service provider, security and privacy are both desirable. However, they are
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potentially conflicting requirements, and it is challenging to achieve them both.
However, this is achieved by the Ninja mutual authentication scheme presented
here, enabling services to be discovered securely and privately.

In future work we plan to integrate anonymous payment mechanisms into
the scheme, and to explore ways to secure the process of service provisioning
between a user and a service provider, whilst (again) protecting user privacy. A
formal security analysis of the scheme is also being performed.
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Abstract. We describe the design of privacy controls and feedback mechanisms
for contextual IM, an instant messaging service for disclosing contextual
information. We tested our designs on IMBuddy, a contextual IM service we
developed that discloses contextual information, including interruptibility,
location, and the current window in focus (a proxy for the current task). We
deployed our initial design of IMBuddy’s privacy mechanisms for two weeks
with ten IM users. We then evaluated a redesigned version for four weeks with
fifteen users. Our evaluation indicated that users found our group-level rule-
based privacy control intuitive and easy to use. Furthermore, the set of feedback
mechanisms provided users with a good awareness of what was disclosed.

Keywords: Contextual instant messaging, context-aware, IM, privacy.

1 Introduction

Instant messaging (IM) is a growing communication medium that is useful for both
social and work purposes [1, 2]. While it functions as a multi-purpose communication
medium, current commercial designs of IM provide minimal support for disclosing
contextual information (such as location and work status) to other users. To address
this concern, prior research have explored augmenting IM to include contextual
information disclosure so that IM users can have better awareness of where other
users are and what they are up to, and to improve IM as a communication media for
collaboration, coordination and social interaction [3-6].

However, for contextual IM to flourish in everyday use, significant privacy
concerns need to be addressed for supporting contextual information sharing.
Previous work has highlighted two principles in designing for privacy: control and
feedback [7, 8]. Without enough control, sensitive and private information could be
disclosed to others. Without sufficient feedback, users would not know what has been
disclosed, and that may prevent them from taking necessary precautions to protect
their privacy. One design for privacy controls is to manage information disclosure on
a case-by-case basis. The problem with this design is that users are always required to
make the disclosure decision, which incurs interruption costs and prevents useful
disclosures when they are busy or away. Another design of privacy control is a
customizable rule-based control. A previous lab study has suggested that group-level
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rule-based controls are sufficient for contextual IM [9]; however, without actual field
use, it is not clear what needs to be included in privacy controls and how much
feedback is necessary to make contextual IM acceptable for general everyday use.

To explore this design space, we designed privacy controls and feedback
mechanisms for IMBuddy, a contextual IM service that we developed. IMBuddy
allows any AIM user to query an AOL Instant Messaging Robot (AIMBot) about
three types of information: interruptibility, location, and current window in focus (a
proxy for current task). Currently, users can only ask about selected AIM users who
run our client software which collects and reports their contextual information.

We iterated our privacy designs based on actual field use. For the first deployment,
ten participants used IMBuddy for two weeks. Although users felt comfortable using
the first iteration of privacy controls and feedback mechanisms, they suggested
additional feedbacks and improvements to the system. We then redesigned the system
and deployed it to fifteen other students over the span of four weeks. We evaluated
our designs focusing on the effectiveness of our control and feedback mechanisms.

This work offers two main contributions. First, we introduce a design for privacy
control and feedback mechanisms for contextual IM. Our user study suggests that our
feedback mechanisms provided ample information allowing our users to notice when
their information was disclosed. Specifically, most users were aware when someone
asked for their information in a suspicious way. During the study, our participants
were comfortable with their privacy settings and discussed various scenarios where
the information disclosed was both appropriate and useful. Components of our design
can be easily reused for other contextual IM and can even be extended to information
disclosure through other devices. Second, our design offers evidence that a rule-based
group-level privacy control for contextual IM can work well in practice.

2 Related Work

With ubiquitous computing pushing to embed technologies in our everyday devices, it
is becoming easier to sense and share user information (e.g. location). For example,
prior work has demonstrated the benefits of contextual information disclosures for
Media Space [10]. Similarly, the idea of contextual information sharing in instant
messengers has also been explored, showing that these clients are helpful for sharing
locale and activity information [3, 4, 6] and project related information [5].

As ubiquitous computing strives to make technology more invisible and integrated
in our everyday lives, it becomes imperative to consider and design privacy
mechanisms to properly managing information disclosures. Work by Belotti and
Sellen has highlighted this issue, and they propose a design framework that focuses
on feedback and control in ubicomp environments [7]. Drawing on prior research in
Media Spaces [8], they define two important principles in designing for privacy:
control, empowering people to stipulate what information they project and who can
get hold of it, and feedback, informing people when and what information about them
is being captured and to whom the information is being made available.

To inform our initial privacy designs for IMBuddy, we also drew upon several
other guidelines. Previous work indicates the need for coarse-grained control as
“users are accustomed to turning a thing off when they want its operation to stop” [11,
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12]. Other work has demonstrated the importance of having abstract views of
information [13], allowing for flexible and personalized replies [11, 14], and having
mechanisms for controlling the quantity and fidelity of information disclosure [15].

An open question related to privacy is the usefulness of rule-based mechanisms.
On one hand, work by Patil and Lai suggests that controlling privacy at a group level
is sufficient for contextual IM [9]. On the other hand, Palen and Dourish argue that
privacy is more than authoring rules [16], but rather an ongoing “boundary definition
process” in which boundaries of disclosure, identity, and time are fluidly negotiated.
In IMBuddy, we provide control and feedback mechanisms that utilize both of these
philosophies. For example, we provide a rule-authoring interface as well as a history
disclosure mechanism. We felt that since attention remains a scarce resource, using a
rule-based approach can minimize interruptions and allow for useful disclosures when
the user is busy or away. We also provide social translucency mechanisms to help
users be more aware of what others know about them. Most importantly, we provide
an evaluation of these different mechanisms, showing that they work well in practice.

The importance of feedback has been discussed extensively in prior work.
Feedback is important because if users are not aware that their information is being
disclosed, then they will be unable to react appropriately to potentially harmful
requests. As Langheinrich points out, “in most legal systems today, no single data
collection...can go unnoticed of the subject that is being monitored” [17]. Feedback
can be further broken down into providing adequate history and immediate feedback
as discussed in Nguyen and Mynatt’s work on Privacy Mirrors [18]. Our work here
presents the design and evaluation of several different feedback mechanisms.

3 Designs of Privacy Control and Feedback

We used IMBuddy, a contextual IM service that uses an AOL Instant Messaging
Robot (AIMBot), to provide a framework for evaluating privacy control and
feedback. IMBuddy answer queries about three types of contextual information:
interruptibility, location, and active window. Our initial designs were based on
formative evaluations with paper and interactive prototypes tested with five IM users.

3.1 Control

In this section, we discuss three aspects of IMBuddy’s privacy controls, namely its
multiple information granularity levels, group-based controls, and convenient access.

Information Granularity. /MBuddy can disclose three types of information:
interruptibility, location, and active window. To support multiple information
abstractions levels, we created different levels of disclosure (see Table 1). The lowest
disclosure level for all three information types is “none”, which results in disclosing
“no information available”. Our design goal was to keep the controls simple and
straightforward while still providing meaningful and appropriate information
disclosures for our users; therefore, we focused on the simplest types of granularity
controls and did not explore more complex controls based on time or location, etc.
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For interruptibility, the highest disclosure level provides a percentage accuracy of
busyness, while the lowest level provides a simple abstraction (e.g. <33% is
interpreted as the “user may not be busy”’). We provide users a buffer for interpreting
busyness by phrasing the disclosed information in terms of possibilities (“may not be
busy”) rather than absolute terms (“is not busy”). For location, the highest disclosure
level uses the user’s self-specified location tags while the lowest level indicates if the
user is on or off campus. For active window, the highest disclosure level reports
the name of the window in focus (e.g. “Mozilla Firefox — YouTube.com”), while the
lowest level only reports the name of the application in focus (e.g. “firefox.exe”).

Table 1. Example of the different information abstractions based on the level of disclosure

Type Level Sample disclosure
none  no information available for screenname
Interruptibility ~ low screenname is somewhat busy 10 mins ago

high  screenname is 60% available 10 mins ago
none  no information available for screenname
Location low screenname last seen off-campus 10 mins ago
high screenname last seen at home 10 mins ago
none  no information available for screenname
low screenname last used firefox.exe 10 mins ago
high screenname focused on Blackboard Academic Suite - Mozilla
Firefox 10 mins ago

Active Window

Groups-Based Privacy Policy Controls. We adapted a group-based approach based
on prior work by Patil and Lai [9]. Users can specify privacy settings at any time via a
web browser (see Figure la). Initially, a user’s IM buddies are put in a ‘default’
privacy group, which uses the minimum information disclosure levels for all three
information types. Users can create new privacy groups and populate them by moving
buddies from the default group to any of their other newly created groups. If an
unknown AIM user (a screenname who is not on the user’s buddylist) requests
information from IMBuddy, then he will automatically be added to the default group
so that users can also adjust settings for strangers.

Through formative user tests, we found that people preferred using a vertically-
oriented view for listing a group’s privacy information, mostly because of its
similarity to existing IM buddylist views. Within each group’s container, drop-down
controls let users set the disclosure level for each information type. As users change
the disclosure level, dynamic “privacy transparency” feedback shows how their
changes would affect the information disclosed to AIM buddies in that group.

Convenient Controls. While running the IMBuddy service, users have easy access to
the privacy controls via a context menu (see Figure 1b). From this menu, users can: 1)
suppress immediate notifications (as described in the next section), 2) turning on
invisibility to prevent disclosing information (allowing for coarse-grained on/off
control as suggested by [19]), and 3) quickly access their group privacy settings.
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default

Disclosure Levels

Location: low s Wiew/Edit Places
was last seen Turn Hotification OFF
on-campus right now Turn Invisibility ON
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Fig. 1. (a) Group-oriented view with group name, disclosure levels, and buddies for privacy
control; (b) System tray icon allowing coarse-grained control and access to privacy settings

3.2 Feedback

IMBuddy supports three types of feedback: 1) informing users what information was
disclosed to the requestor (disclosure history), 2) informing users when their
information is being disclosed (notification), and 3) facilitating conversational
grounding by informing users what others know about them (social translucency).

Disclosure History. The disclosure history is part of the privacy settings webpage,
and provides a quick view of who has requested a user’s information and what was
disclosed (see Figure 2). From formative user tests, we found that people preferred
viewing their disclosure history by date and buddy name as opposed to by information
type or group. Our participants also rated the need to quickly view anomalies (based
on the number of information requests) as an important privacy feedback feature.
Moreover, our users found the relative amount of queries was more interesting than
the absolute number. To visualize this, an at-a-glance feature using color highlights to
indicate the number of requests was preferred over using the number of requests, with
one participant saying that it “makes it easy to see who the stalkers are.” As such, we
see the disclosure history as an important feature for users to gauge if there are any
problems in their privacy control settings. We note that our design used static
thresholds for color highlighting, but more dynamic coloring schemes could be used.

Notifications. When someone requests a user’s information, a bubble popup
notification provides real-time feedback showing what was disclosed (see Figure 3a).
These notifications remain on-screen if the user is not interacting with the computer
(e.g. they are away from their computer at the time of disclosure). By not having an
automatic notification dismissal, users have a chance to notice that a disclosure
occurred while they were away and can readjust their privacy settings, if needed.
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September

The following buddies have requested information abot
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Fig. 2. The Disclosure History Page lets users see who has seen what, and when

We have also incorporated a non-distracting peripheral notification. When a
disclosure occurs, our system tray icon changes from a white dot to a red dot,
mimicking the red light used to indicate active recording status in recording
equipments. This icon change alerts the user that their information is being recorded,
accessed, and can be potentially sent to their buddies (depending on their privacy
control settings). Moreover, this peripheral notification becomes the primary
notification mechanism for users, if they choose to turn off bubble notifications.

2006-09-13 8:12:57
last seen

just asked about you:

last seen off-campus right now

off-campus right now
= 3:33 PM
(a) (b)

Fig. 3. (a) Bubble notifications provide immediate feedback on requests; (b) A popup is also
displayed when a conversation occurs after a buddy has made an inquiry

Social Translucency. We also provide a notification reminding users what their
buddies know about them when a conversation starts (see Figure 3b). This feedback
mechanism provides conversational grounding [20] as well as social translucency of
what information buddies have been requesting [3]. Using this information, users are
less likely to be confused by their buddies’ understanding (or lack thereof) of their
current communication context. Furthermore, if people wish to provide a white lie
while chatting, they will know the boundaries of which they can plausibly lie. For
example, a person would not lie and say they were on campus if the notification said
that the other person saw that they were at home. During our field deployments, we
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provided these IM-based notifications by having our participants install a plugin we
developed for Trillian Pro, a commercial IM client [21].

4 System Implementation

The IMBuddy system consists of three parts: an IMBuddy AIM Bot (“imbuddy411),
an IMBuddy server, and an IMBuddy client running on each participant’s machine.

| hoWbUSYiS ALICE ALICE’S COMPUTER

i) BOB just asked about you & saw this: EI
no information available for ALICE

100% I @ |« %

Lo

dy411: Hold on far a minute__I'm checking>
~dvé11 no information available for ALICE
dud19;

Fig. 4. (1) Bob queries on the busyness of Alice by typing “howbusyis ALICE” to imbuddy411;
(2) imbuddy41 passes the request to the IMBuddy server, which forwards it to the appropriate
IMBuddy client to process the request; (3) Alice’s client responds to the request and alerts Alice
of the information that is being disclosed to Bob; and (4) imbuddy411 then displays the
privacy-filtered response from the client or database to Bob’s chat window

Any AIM user can request a user’s information by typing a command in a chat
window to imbuddy411 (implemented using JAIMBot, an open-source Java-based
AIM library [22]) (see Figure 4). For example, he can type “howbusyis X to get X’s
interruptibility, where X is the screenname (step 1). imbuddy411 passes this request to
the IMBuddy server, which then communicates with the appropriate IMBuddy client
to retrieve the appropriate context information (step 2). The IMBuddy client notifies
the user of the disclosure and relays the information back to the IMBuddy server (step
3). Based on the user’s privacy settings, the IMBuddy server reports the privacy-
filtered response back to the requester in the original chat window (via imbuddy411).
Information requests are also stored in a MySQL database on the IMBuddy server,
which lets the server share the most recent disclosure information if a user is offline.

The IMBuddy client software runs as a background process that collects
interruptibility, location, and active window information. We use Subtle [23], a toolkit
which uses sensor-based statistical models, to collect active window data and to
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estimate a user’s interruptibility. When tested with a group of 10 office workers,
Subtle is capable of reaching 80% accuracy in predicting interruptibility. The model
we used is built with data from human resource personnel and two graduate students
[24]. Location estimates are done using a two-pronged approach. Because our
participants are college students, the first level of location abstraction checks to see if
users are on or off campus by determining if their IP address is within the university’s
subnet. To provide more precise location information, we rely on Place Lab [25] to
sense nearby wireless access points. When our software sees a new set of wireless
access points, we prompt users to provide a location tag. Later, we use Place Lab to
recognize when the user returns to that location, so that we no longer need to prompt
the user again. The IMBuddy client is also responsible for providing notifications,
along with locally storing data to provide social translucency for IM conversations.

The IMBuddy server hosts the privacy control and history disclosure webpage and
is implemented using Ruby on Rails and a MySQL database.

5 First Deployment and Redesign

To evaluate our feedback and control mechanisms, we recruited ten undergraduate
students to use the IMBuddy system for a period of two weeks. We specifically chose
undergraduates who were active AIM users that used IM for both social and work
related purposes. On average, these participants are medium to heavy IM users; they
have 90 buddies and 1300 incoming/outgoing messages a week. Based on the Westin
Privacy Survey, these participants all fall in the Pragmatic category.

On the first day of the study, we installed the IMBuddy client software on each
participant’s laptop. They were also asked to set up their initial privacy groups by
moving their buddies from the default group into any newly created groups and/or
changing the settings for the default group. Participants were told that, throughout the
study, they can change their settings by creating/deleting groups and moving buddies
around anyway they like. For the purposes of our study, we wanted to have an initial
set up so we could see how the initial groups change over the course of the study.

To introduce our IMBuddy service to our participants’ buddies, we included a short
description about the service in each participant’s IM profile. However, because our
participants said their buddies do not often check profiles, we modified our Trillian
plugin to also advertise the IMBuddy service whenever an IM conversation is started.

There were a total of 242 individual queries made to IMBuddy. The breakdown of
the different information types that were requested include: 66 for interruptibility, 104
for location, and 72 for active window. Since information requesters can ask for
multiple types of information (for a given subject) in one session, we grouped such
queries as a single instance. In all, there were 117 instances of use and on average two
types of information were queried per use. 43 of those instances were times when
IMBuddy disclosed information stored in the database (i.e. when users were not online
or running our client). There were 53 distinct screen names who queried IMBuddy and
13 of those were repeat users.

A total of 43 groups were created. On average, there were 4.3 groups (o = 2.5) per
participant. One participant had only one group (default) and said that besides his
active window, he was fine with anyone seeing his information. Other participants
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had group names that contain keywords relating to class, major, clubs, gender, work,
location, ethnicity, and blood relations. 6 of the 43 groups disclosed no information,
while 7 of them disclosed all three information types at the highest level.

5.1 Findings

During a mid-deployment interview, we reviewed the disclosure history with each of
the participants. At the end of the study, each participant completed a Likert-style
questionnaire, where they were asked to rate 15 statements (where I=strongly
disagree and 5=strongly agree).

Our participants agreed that the three information types being disclosed were all
potentially sensitive information that they would not carelessly disclose
(interruptibility: 3.6/0=1.3, location: 4.1/6=1.1, active window: 4.9/6=0.3). However,
despite the potential sensitivity of this information, our participants said they were
comfortable with their privacy settings for IMBuddy (4.1/ 6=0.9).

We found that our group-based control was intuitive to our users because they
were used to similar levels of control from other sites and applications (e.g
LiveJournal). They agreed that our privacy controls were easy to understand
(4.4/6=0.5) and easy to modify (4.2/6=1.0). Users did, however, express a desire to be
able to self-set interruptibility level, in the same way that they could self-tag location.

In terms of feedback, most users felt that they had a good sense of who had seen
their information (3.9/ 0=1.2), and all of them had reviewed their disclosure history at
least twice in the two weeks. They reviewed their disclosure log usually after noticing
a query, which prompted them to find out what other information was disclosed since
they last checked the disclosure history. The participants who gave low scores for this
question indicated a need for a fourth type of feedback (that we later implemented),
informing them about disclosures that occurred while their computers were off.

Our users did not feel that the notifications were problematic. For example, one
user said, “[the notification was] at a good spot to ignore it if I wanted to.” One
participant did express concerns if the frequency of use increased: “if it were to
happen all the time, then it might get annoying.” One solution for this is to summarize
disclosure histories. One participant suggested that “it would be cool if it was like
summarized, like your location has been checked like 5 times, like something like
that. I wouldn’t want like it all to be listed. It would be too much.” In specific cases
where malicious users query the AIMBot and bombard users with unwanted
notifications, one solution could be to have a blacklist where no information is
disclosed and no notification is shown for blacklisted users; this is similar to the
blocking option that current IM clients already have.

5.2 Redesign

The survey results indicated that users were mostly satisfied with the privacy controls.
They felt the controls were easy to use and understand. Most importantly, they were
comfortable with their privacy control settings. Therefore, in our redesign, we only
added minor changes to the control mechanisms, such as allowing users to correct the
interruptibility information being disclosed. Instead, our redesign focused on the
reported need for different types of privacy feedback mechanisms.
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System and Control Modifications. One concern with our first deployment was the
inability to correct the information being disclosed. While our system would ideally
only disclose accurate contextual information, we found that interruptibility was often
not accurate enough for our users. Hence, participants from our first deployment
requested the ability to self-tag their interruptibility, much in the same way that we
allow for location self-tagging. Thus, we modified our IMBuddy client to allow users
to manually set their interruptibility though the client’s context menu. All manual
interruptibility settings would only last for one hour, after which the user’s
interruptibility would revert back to the system-inferred value.

We also found that the highest level of interruptibility disclosure (a percentage) is
generally not as useful as an abstract text description of the user’s interruptibility (e.g.
“not busy”). To address this, we modified interruptibility’s highest disclosure level to
include both the percentage and a brief text description.

Lastly, we modified the client to auto-update the user’s contextual information to
the server every five minutes, as opposed to only when a query is sent. This way, the
latest information in the server will remain reasonably up-to-date, so that information
requestors can still get useful information when the user’s computer is offline.

Additional Feedback. We added two new feedback mechanisms. The first provides
feedback to the users when they logon to the system, showing them the number of
information requests that occurred while they were offline in a bubble notification
(see Figure 5a). The purpose for this feedback is to provide the users a better sense of
how their privacy was handled while they were offline.

The second feedback mechanism appears when a user mouses over the client’s
system tray icon (see Figure 5b). A small tool-tip popup window appears, showing the
number of requests for each information type within the past 6 hours. We designed
this mechanism to provide a lightweight summary of disclosure history. This is
especially useful if the users have not been actively keeping track of the disclosures
(e.g. because they were away from their computer for an extended period of time).

b
i) While you were offline ... IE' You are ONLINE
ad ¥ Within the past & hours:
Maobody requested your information Location Disdosures: 1

Interruptibility Disclosures: 0
Active Window Disdosures: 0

PO @58 DD bl 10 SRS ERY» [
(a) (b)

¥

Fig. 5. (a) Feedback after logging-on; (b) a mouse-over notification providing a summary

6 Second Deployment

To evaluate our modified redesign, we conducted a second field study and deployed
our contextual IM system to 15 students for four weeks. These are different
participants than the ones from our first deployment. These participants, on average,
are medium to heavy IM users; they have 120 buddies and 1580 incoming/outgoing
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messages a week. These users were also all Pragmatic according to the Westin scale.
We used the same advertising techniques as in the first deployment.

In all, there were 140 instances of use. 74 of those instances disclosed information
stored in the database (i.e. when users were not online or running our client). The
breakdown of the requested information types were: 67 for interruptibility, 175 for
location, and 79 for active window (for a total of 321 individual queries). There were
61 distinct screennames who queried IMBuddy. As expected, some users queried the
system due to novelty, but there were 15 repeat users who continually used the system
throughout the duration of the study.

A total of 56 groups were created. On average, 3.3 groups (¢ = 1.3) were created
per user. Groups were again separated by an array of factors: class, major, clubs,
gender, location, ethnicity, and blood relations. When asked, users often described a
sense of closeness as the underlying separating factor between the groups. 6 of the 56
groups disclosed no information, while 10 of them set all three information types at
the highest disclosure level. All but 2 default groups disclosed no information, while
others allowed for at least a medium disclosure level for interruptibility.

For this deployment, we again focused our evaluation on the privacy control and
feedback mechanisms provided in IMBuddy. Our metrics of evaluation include
awareness (how successful our system was in keeping our users informed),
convenience and ease of use (how easy it was to understand and use the controls), and
appropriateness (how the users felt about the disclosed information).

We solicited participants’ thoughts using multiple evaluation techniques. We
conducted interviews and used surveys/questionnaires'. We also created a “stalker-
bot” (jasonkats722), to test the effectiveness of our feedback and notification systems
and to observe how our participants would react to an unknown and potentially
malicious user. The stalker-bot was implemented as another AIMbot which would
query IMBuddy for different users and about different information types at random
times. The stalker-bot was deployed near the end of the study, when our participants
were already familiar with how IMBuddy works and had enough time to settle into a
“comfortable” privacy setting. On average, the stalker-bot made 2 sets of queries a
day, asking for two or three types of information per session.

6.1 Evaluation of Control

To evaluate our control mechanism, we asked our participants to comment on three
things: 1) the general usability of the controls (e.g. do users know how to modify the
settings and is the design easy to use), 2) their comfort level in regards to the stalker-
bot, and 3) their perception of the information disclosed.

Usability. Similar to our first study’s results, the participants in our second
deployment again felt the privacy controls were intuitive, easy to use, and allowed for
easy and quick corrections to any errors. The extended length of the second study
combined with the increased number of participants, strengthened our findings from
the first-iteration. Our survey questions regarding the understandability of our privacy
controls and the ease of changing privacy policies are both highly rated (4.5/6=0.7).

' The means reported here use the same 5-point Likert scale as in our first field deployment,
unless otherwise noted.
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During our interviews, participants repeatedly made statements such as “I really
liked the privacy settings the way they are. I thought they were easy to use, especially
changing between privacy settings.” Ability to access the control easily was also
mentioned: “I felt pretty comfortable with using it because you can just easily modify
the privacy settings.” Another participant concurs, saying: “it’s flexible; you can
create as many groups as you want. Moving people around is relatively easy. Since
it’s on a website, it’s not like you have to open up an application.”

However, a couple of participants did comment that setting up their initial privacy
groups was a bit tedious. “It’s time consuming, if you have a long buddylist, to set up
for each person.” Such comments suggest a need to reduce initial costs that may occur
with using group-level control. There were also desires by certain participants to
allow for more levels of disclosure granularity. Specifically, a few participants wanted
one more disclosure levels for location information, where users could say that they
were around a certain place (versus at a specific place).

Comfort. Our participants said they were comfortable with their privacy settings for
IMBuddy (4/6=0.9). Moreover, users’ comfort levels were not changed after
introducing the stalker-bot. Participants who did not notice the stalker-bot, reacted no
differently than hearing about any other user querying for their information. They
reasoned that jasonkats722 was perhaps one of their buddies, or that he was an old
friend that was no longer on their buddy list. Most important is that they were not
concerned. They were confident in their privacy control settings and it did not matter
to them that a potential stranger had been checking their information multiple times:
“I know they won’t get any information, because I set the default so they won’t be
able to see anything.”

Appropriateness of Disclosures. For our mid-deployment interview, we asked our
participants to describe scenarios where they felt that: 1) the information disclosed
was inappropriate (either too much or not enough information was provided), and 2)
the information disclosed was just right and/or extremely useful.

Overall, the participants were not able to state any particular incidences where they
felt the information disclosed was inappropriate. This is partly because the overall
number of queries was not that high, but it also reflects that users felt comfortable
with the information their buddies would potentially see. One user mentioned that he
experimented with the system and realized that active-window queries could lead to
potentially embarrassing information disclosures (e.g. someone could find out if he
happened to be visiting a porn site). While he had initially allowed his friends to see
the most detailed information regarding his active window, after this discovery, he
went back and changed the settings to prevent potential embarrassing incidents from
occurring. Another participant discussed how she lowered her privacy settings for a
particular classmate who frequently asked for her information because she felt he did
not need such detailed information as she was originally disclosing.

While the amount of use has not been extremely high, we were still able to witness
incidents where participants found contextual IM to be very useful. We describe one
such scenario below, where the participant’s buddy used the service to coordinate
with our participant, without bothering them directly.
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Quote 3 <participant L> “Someone asked where I was [using IMBuddy], did not IM
me and then showed up there... there is a room that I hang out in a lot and she comes
there a lot. But you need a key to get in, and I have a key but she doesn’t. She’s not
going to show up if there is no one there that has the key. So she’ll check if I'm there
and then come...and I knew [that she had asked for my information] because it shows
me in that little thing [notification bubble]...she would complain when it is not
accurate and stuff, like I’ll leave my computer on with my IM up and go and get food
or something, and she’ll be in the room when I get back, and she’ll be like ‘it told me
you’re here and you’re not.””

As indicated by the quote above, one complaint was actually the inaccuracy of some
information disclosures as opposed to its inappropriateness. Inaccuracies of
information existed in two forms: the system-inferred interruptibility is not always
100% accurate, and the location accuracy is limited by the extent to which the user
takes their laptop with them.

According to our participants, the most useful information type is location.
Location was preferred over availability in terms of utility because most IM users are
accustomed to sending an IM message (e.g. “are you free”) to determine availability,
which is an interruption in of itself. One participant said “I don’t really get the point
for how busy I was, because people would IM me regardless.” Location is also more
useful than active window because our participants did not use IM often in group-
work scenarios, where awareness of each other’s task might be more helpful.

During the study, IMBuddy would also randomly survey information requestors to
get a sense of the appropriateness of the disclosed information using a 5-point Likert
scale, where 1 is “wanted more information”, 3 is “obtained just the right amount of
information”, and 5 is “got a lot more than asked”. Based on 61 logged entries, the
mean was 2.47 (o = 0.91). Since we did not specifically indicate to these people the
range of responses they could have gotten, one might question if most have selected
the 3 simply because of a lack of comparison point. However, the average rating does
suggest the right level of information was disclosed.

6.2 Evaluation of Feedback

We evaluated the awareness of disclosure both in terms of user feedback (using our
survey results), and by our users’ reactions to our stalker-bot, jasonkats722.

General Awareness of Disclosures. From our first field deployment, users reported
having a fairly good sense of who had seen what (3.9/6=1.2). It was, however,
apparent from our interviews that some participants desired different types of
feedback from what we had designed. Mainly, participants desired feedback to
support their awareness of disclosures when they are not able to monitor the
disclosure bubble notifications. With the two newly added feedback mechanism, the
mean agreement rating to the question “while using the system, I always have a good
sense of who has seen what” increased to 4.1 (c=0.8).

We speculated that if asked, participants would claim that they had found all of the
feedback mechanisms to be helpful. Therefore, to gain a better understanding for
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which feedback was more essential, we asked our participants to rank the 6 different
types of feedback mechanisms that we had designed (with 1 being most useful). The
average rankings from most useful to least useful were: bubble notification, 1.6
(0=0.6); disclosure log, 1.8 (0=1.3); mouse-over notification, 3.7 (c=1.0); offline
statistic notification, 4 (c=1.4); social translucency Trillian tooltip popup, 4.8 (o=1.1);
and peripheral red-dot notification, 5.4 (6=0.7).

Awareness of Stalker-Bot. One of the main purposes for using awareness as a metric
for evaluating privacy control and feedback is to ensure the users are able to detect if
there are any cases of misuse. By doing so, users can take the necessary actions to
protect themselves in a timely fashion. We tested user awareness by deploying a
stalker-bot named jasonkats722 2-5 days before the end of the study”. During the
post-study interview, we asked our participants to describe their relationship with a
list of screennames who had previously queried for their information. As we
proceeded down the list, we focused on jasonkats722 and asked follow-up questions
to better understand how our participants’ reaction to his stalker behavior.

There were 12 participants who noticed jasonkats722 (1 participant was out of
town and did not use the system during that period). Of these, only a couple of them
did not think too much about it, since they only noticed 1 or 2 queries made by
jasonkats722 and assumed it was some random person or another participant’s buddy
testing out the system: “It does bother me that someone I don’t know has looked at it,
but the fact that I’ve gone in and set my settings appropriately, minimizes that.” Other
participants, however, did go back to the disclosure log in an attempt to figure out
what jasonkats722’s motivation may have been. One user even went as far as
attempting to message jasonkats722 whenever he went online.

Quote 1 <participant A> “I think yesterday was the first time that I'd noticed him and 1
think yesterday was the first time that happened. I then went to my privacy settings to
check, cuz I'd forgot what his screenname was. I went and checked his screenname.
Added to my buddylist and asked who he was but I never got a reply. He would sign
on and off...it was the popup bubble [that first notified me]...first time I thought it
was unusual, but I didn’t do anything. But then I saw it the second time like 10
minutes later, so I was intrigued, wanted to know why this person who I don’t know is
asking about me.”

We asked our users about the potential use of a blacklist, an idea that we got from our
first iteration, where a particular screenname would not get any information and
participants would also not be bothered by disclosure requests from that screenname.
While participants liked the idea of screening certain users from accessing any
information, they still wanted to know who was asking for their information.

Quote 2 <participant A> [ wouldn’t like in real life if someone randomly asked where I
was, but I would like to know who these people are. Like my friends would tell me
someone was asking about me, and tell me who that person was. But over the internet
I can’t do that, so I have to find out myself.”

2 Some participants ended slightly earlier than others.



Field Deployment of IMBuddy 105

7 Discussion

The goal of this work is to provide a better understanding about the types of control
and feedback mechanisms that would be valuable and necessary for privacy-sensitive
contextual information disclosure through instant messaging. While it is unfortunate
that IMBuddy’s use was not as high as we had hoped for, we were still able to draw
informative findings using our qualitative data collected from people’s perception of
our control and feedback mechanisms. Two groups of student users interacted with
our service and design for a period of 2-4 weeks, in everyday social and work
settings, and were exposed to potential misuse by strangers. Our first iteration
indicated the need for more feedback to provide disclosure awareness while the user
is away or offline. Our second iteration explored use of controls and feedback in more
depth, through more users and longer use.

7.1 Controls

Users from both deployments thought our controls were easy to understand and use.
They were able to disclose their information at a level they were comfortable with,
while still getting value from using the system. Even though we cannot make any
strong claims stating that our control mechanisms offered the best balance between
usefulness and appropriateness and will generalize to more complicated information
types, we do believe from our deployments that it provides a set of baseline
mechanisms for future work to be compared against. The coarse-grained invisible
control was useful for providing users some “alone time” and the notification-off
control was useful for preventing distractions.

Although no previous research has clearly demonstrated that group-based privacy
control is sufficient for contextual information disclosure, our work does providing
promising evidence that it works well in practice. One of the primary reasons is that it
is easy to understand. People have been using groups to organize IM buddylists, as
well as other social application (e.g. flickr and LiveJournal).

One key issue about using group-based privacy controls is how to decrease the
initial set-up costs. Given that our participants had on average 90+ buddies, creating
groups and placing their buddies into groups took some time. One idea is to bootstrap
the system using existing IM buddy groups and screennames. However, from our
deployments, we found that IM buddy groups are quite different from the privacy
groups created in IMBuddy. Groups created in IMBuddy tend to be separated by levels
of closeness. On the other hand, IM buddy groups are typically separated by where
and how the user knows the buddy. This distinction prevents users from leveraging
their current IM buddy groups to simplify the process of creating their privacy groups.

Our evaluation also indicates that when preloading the system with an initial group
of buddies, those preloaded buddies should be automatically placed in a group
separate from the “default” group. This would differentiate between actual strangers
and buddies. In addition, based on our interviews, there is evidence that suggests the
need for a blacklisted group. Disclosure requesters from that group could potentially
receive false information both to maintain plausible deniability and to prevent
requesters from realizing they are in the blacklisted group. Such a design would fulfill
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the recommended design guideline of supporting deception [11]. But such
mechanisms need to be carefully designed.

Another concept worth exploring is allowing buddies to have multiple
memberships. That was suggested by participants in both deployments. It makes sense
why this particular use of groups would be intuitive. We can have more than one type
of relationship with a buddy. Depending on the context, we might want to give certain
groups that a buddy belongs to more control than others. Thus, by allowing for
multiple memberships, we can increase the flexibility of group-based privacy
controls. However, we would also need to then address how to resolve potential
privacy policy conflicts. Nevertheless, this idea deserves further exploration as it has
not been explore in prior work on group-based privacy configuration designs.

7.2 Feedback Mechanisms

In both deployments, our surveys indicated that participants thought they had a good
sense of who had seen their information. In our first iteration, there were four types of
feedback: disclosure history, bubble notification, peripheral notification (the red dot)
and Trillian tooltip popup supporting social translucency. Our first deployment led to
two additional feedback designs, an offline statistics notification and a mouse-over
notification. While the second deployment’s survey response to the same question
was slightly higher, it was not statistically significant. The rankings of the 6 different
types of feedback indicated that the bubble notification, as expected, is the most
important notification for our users. It allows for immediate feedback regarding who
has seen what, giving users an opportunity to react to the disclosure if necessary. This
suggests that future contextual IM services should minimally include this type of
feedback mechanism for their users.

Our exploration with the stalker-bot jasonkats722 suggests a good start for
modeling when to alert users regarding potential misuse, namely to provide alerts
based on if the information queries has occurred more than once and how much time
has elapsed since the last query. Queries by strangers should also result in more
immediate alarms than by someone who is on the user’s buddylist. One participant
mentioned this potential design of stalker alert:

Quote 3 <participant M> I think it would be good like if a strangers asks and if they
don’t find anything, or that you would ignore it, maybe there’s some kind of threshold
so if they keep asking, like I don’t know how many times...the same guy keeps asking,
and I don’t know him then it would let me know like hey there’s this guy, you might
want to check into this see if someone you know is trying to get a hold of you or if it’s
someone you don’t know that is trying to stalk you.

8 Conclusions

In this work, we present the design of privacy controls and feedback mechanisms
using a contextual IM service called IMBuddy. We conducted an initial two week
field study of our systems and re-iterated our system design based on our initial
findings. We then deployed our system in a second field study, lasting 4-weeks with
15 users. Our findings suggest that IMBuddy successfully provided effective
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awareness for our users (e.g. participants were aware of when and to whom their
information was disclosed to) in addition to intuitive, easy-to-use privacy controls that
enabled them to configure their privacy settings to a comfortable level. Furthermore,
IMBuddy provides positive evidence that group-based privacy configuration is
intuitive and sufficient for our contextual IM framework. We believe results from this
study can and should be extended to future designs of contextual IM and contextual
telephony applications.

9 Future Work

We plan to explore how to encourage more IMBuddy use to further validate our
findings. It is not clear if the problem lies with a lack of critical mass, or if using an
AIM Bot to disclose contextual information is an inappropriate design metaphor.
Greater use will also facilitate longer and larger field trials that will help us more fully
understand the intricacies of privacy, privacy controls, and social perceptions.
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Abstract. Domestic technologies have been a popular area of study for
ubiquitous computing researchers, however there is relatively little recent data
on how families currently use and share technologies in domestic environments.
This paper presents results from an empirical study of 15 families in the U.S in
early 2007. We examined the types of technologies families own, including
TVs, music players, phones and computers; where they were situated within the
home; and the degree of shared ownership and use. Our results call attention to
the prevalence of shared usage of technology in domestic environments and
also suggest opportunistic spaces for ubiquitous computing technology. While
not all ubiquitous computing technologies for domestic environments will be
shared, the diverse ways families chose to share their computers suggest that
future devices might better match how families wish to use shared technology
by supporting both the shared usage model of appliances and the ability to
access a personal profile.

Keywords: domestic technology, home, sharing, empirical studies, login.

1 Introduction

Domestic environments have long been a place of interest for ubiquitous computing
research. In Weiser’s original vision of the disappearing computer [20], Sal starts her
coffee machine by talking to her alarm clock, wipes her intelligent pen over her
physical newspaper to send quotes to her office, and tells her lost garage door manual
to find itself. Regardless of whether one prefers Weiser’s vision of the disappearing
computer or ubiquitous technology that seeks to engage the user [16], homes will be
involved. Research on ubiquitous technology in domestic environments has a long
history including the smart home movement [1] and recent advocacy for homes that
make us smart [18]. Rodden and Benford [17] outlined three key approaches to
technology in domestic environments: information appliances, interactive household
objects, and augmented furniture.

In this research we focus on existing usage and sharing of technology in domestic
environments. A fundamental characteristic of many homes is that they have multiple
inhabitants. As we begin to think about the realities of using ubiquitous computing
devices in a domestic environment, we are immediately confronted with questions
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about whether these devices should support sharing and personalization. For example,
would Sal’s alarm clock only allow her to start the coffee machine or can Sal’s spouse
use it as well? Does her pen only work for her or require some type of identification
in order to send the scanned information to her?

We have identified two sharing models typically used by technology devices in
domestic environments: an appliance model and a profile model. Technology devices
that use the appliance model (e.g., TVs, refrigerators, and landline phones) allow
anyone in the home to use the technology and rely on social protocols to mediate
sharing of these items. In contrast, technology devices that use the profile model
support multiple users on the device by asking users to identify themselves. These
devices may also require the user to authenticate themselves. The profile model is
typically used in workplace settings and because of this, many computers used in
domestic environments, including computers running the Windows and Macintosh
operating systems, support profiles. Regardless of whether a particular technology
device supports the profile model or not, some households choose to purchase one
device for each person, be it a music player, mobile phone, or computer. Using
individual ownership instead of shared ownership attempts to avoid issues of sharing
and eliminate any potential for contention by giving each person their own device.

It is perhaps tempting to think that many ubiquitous technology devices and
systems could avoid issues of sharing in household settings by adopting the appliance
model. Past research does suggest that families do not make use of profile options on
their computers [9]. However, Grinter et al. [7] point to problems caused by the use of
the appliance model by TiVos, a brand of Personal Video Recorder. TiVos have a
single viewer model that does not distinguish between multiple viewers, and thus has
no way to differentiate viewing data or generate personalized recommendations. The
appliance model also assumes that very little personalization or privacy is needed. It
seems naive to assume that individual family members might not have some desire to
customize or have information they would like to keep separate from others. Another
way for ubiquitous technology solutions to avoid issues regarding sharing would be to
require individual ownership. However, this approach assumes that devices are never
shared which is unlikely for a variety of reasons. First, many households do not have
the financial means to purchase several devices. Second, the form factor and
functionality of some devices make them inappropriate for individual ownership (e.g.
most families do not have individually owned toasters). While individual ownership
may be appropriate for some ubiquitous devices, certainly, some will be shared.

To better understand how families currently use and share some of their technology
and gain insights into sharing models that might be appropriate for future ubiquitous
computing devices, we interviewed 15 families in the northwest United States (50
people total). We visited families in their homes and inquired about their current use
of several different technologies including computers, TVs, phones, music devices,
and game consoles. In particular, we looked at where families located these devices in
their homes, how families handled ownership of the devices, and how they managed
sharing of computers through use or non-use of logins and passwords.

Whether a family shares one computer or has five computers available can have a
significant impact on how they manage share usage. Therefore, we interviewed
families in three different groups based on level of computer ownership: families with
a single computer, families with fewer computers than people, and families with an
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equal or greater number of computers than members of the household. Due to our
focus on sharing, we recruited households where at least one computer was used by
two or more people on a weekly basis. Based on the findings of Kraut et al. [11] about
the role teenagers played in motivating Internet use at home, we also selected families
at different life stages to explore issues of family dynamics.

Results from our field study showed that families often shared ownership of
technology placed in public living spaces, including desktop computers. The
differences we observed between where computers were located compared to the
other technologies we studied point to semi-private and private spaces as potentially
opportunistic locations to focus on for deploying ubiquitous computing devices. Of
the families we visited, eight had multiple profiles enabled on some or all of their
computers, but whether or not these multiple profiles were used varied widely across
the families. Families that did use multiple profiles emphasized a desire to provide
family members with the ability to personalize their computing environment and
organize their information, rather than a need for privacy. The willingness of several
participants to use the computer logged in as other family members, particularly for
quick activities, suggests that shared devices might better meet the needs of families
by supporting aspects of both the appliance and profile model.

2 Related Work

Our study follows in the tradition of several studies conducted in the late 1990s that
explored the use and sharing of technology in domestic environments, typically with a
focus on personal computers [10,11,12,13]. More recently, Woodruff et al. [22]
looked specifically at the locations and use of wireless laptops in the home and
Grinter et al. [7] studied household networks. In our study, in addition to studying
computers we also collected information for other technology devices including TVs,
phones, and music players. We now motivate and provide context for our study by
reviewing findings from previous work on the location of technology in domestic
environments, sharing and contention, and the use of profiles.

2.1 Location of Technology

Previous studies of technology in domestic environments have often examined the
location of technology as an important aspect that helps characterizes its use.
Venkatesh [19] refers to this as the fechnological space in his theoretical framework
for understanding the role technology plays in social life and the diffusion of
technology. One of the three models Mateas et al. [12] developed based on an
ethnographic study of 10 homes in 1996 was a spatial one. They found the PC in
every home they visited was located in what they termed the work space, rather than
the hang-out space. Our study allows us to explore whether or not this model still
holds ten years later when there are more computers in homes.

Frohlich and Kraut [9] motivate the significance of studying the position of
computers in the home by observing the relationship between computer location and
sharing. They note that putting computers in private spaces gives special privileges to
the owner of the space and discourages sharing, while placing computers in a more
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public space encourages sharing. In [9] which brings together data from 35 families
drawn from their two earlier studies [10,11], Frohlich and Kraut found that 50% of
computers were in public spaces like dining rooms, kitchens, and family rooms, while
26% were in semi-private spaces like a study and 24% were in private spaces such as
a parent or child’s bedroom. Families with more than one computer in their sample
placed them in a variety of locations. In their study of 10 English households, O’Brien
and Rodden [13] also found the physical configuration of the domestic environment
had an influential role in how the technology was used, particularly with regards to
ownership. In a 2003 study, Crabtree et al. [4] identified ecological habitats (places
where communication media live), activity centres (places where media are
produced), and coordinate displays (places where media is displayed) as prime sites
for ubiquitous computing in domestic environments. From their study of laptop use by
34 people in 12 households, Woodruff et al. [22] developed a framework of favored
places based on whether the location was open or closed and ergonomic or
comfortable. They found that laptops were used in a small set of favored places (2 or
3) rather than throughout the home. The data we have collected on technology in the
homes of 15 families allows us to see how the locations of computers may have
changed after the passage of 10 years from many of the earlier studies [11, 12, 13]
and also compare the use of laptops we saw with the findings of Woodruff et al. [22].

2.2 Sharing and Contention

In our study we focus on how households share technology. Most of the U.S.
households studied in the 1995 HomeNet study [11] had a single computer (Kraut,
personal communication). In the U.S. households in Boston that Frohlich et al.
studied in 1997 [10], roughly three quarters of the families had second computers,
mostly cast-offs for kids (Frohlich, personal communication). Due to the relatively
limited number of computers, it is perhaps not surprising that Frohlich and Kraut [9]
reported that “contention for computer time is a heated issue in many of the families
we visited,” describing fights and arbitration by parents to manage the scarce resource
of computer time. In fact, the relationship between parents and children was an
important theme of their research, with parents opting to regulate computer usage and
internet access.

While technology adoption has greatly increased in the last ten years,' the
challenges between individuality and collective action observed by Grinter et al. [7]
suggest that sharing and contention remain interesting issues to study. In Grinter et
al.’s study, iPods and TiVos were identified as causing particular challenges. iPods
must be associated with a specific computer and music library which causes problems
in shared usage scenarios. TiVo’s appliance model does not allow personalization,
which led to a competition between members in some households. With different
levels of computer ownership in the families we studied, we can gauge whether
contention on computers remains an issue for them. By also gathering data for other
types of technologies, we can understand how the sharing methods used by families

! For reference, the UN’s MDG Indicator of Personal computers per 100 population estimate
for the United States in 1997 was 39.98 computers per 100 population and 76.22 computers
for 2004, while for the United Kingdom it was 23.89 computers in 1997 and 60.02 in 2004
(http://mdgs.un.org/unsd/mdg/SeriesDetail.aspx ?srid=607 &crid=).



Yours, Mine and Ours? Sharing and Use of Technology in Domestic Environments 113

for those technologies are similar or different from how they manage sharing of
computers.

2.3 Profiles and Personalization

When technologies support the profile model, users have the option to create separate
profiles. As Badram [2] has pointed out, logins on computers involve multiple
concepts, the identification of the user, verification of the user’s identity and
determining whether the user has authorization to use the computer. While computer
use in a workplace setting typically requires identification, verification and
authorization, this may not be necessary in a domestic environment. Frohlich and
Kraut [9] reported that most of the systems encountered in their study were not
managed using multiple profiles. However, this was not without challenges, as users
of the shared computer could find changes made by one user (e.g. software installed,
bookmarks) to be disruptive. One reason families might choose to adopt profiles is for
personalization; having separate profiles allows users of a shared computer to have
their own background and easily separate their bookmarks.

In discussing a study of forced login use in hospitals, where multiple people shared
several computers, Badram [2] discussed a number of problems that logins caused.
These problems included disrupting the ability of the staff to work collaboratively and
share computer related materials, and the ways that people circumvented the logins by
having a universal login or annoyed colleagues by locking a computer so it could not
be accessed by anyone else. While domestic environments are not hospitals, studies
by Crabtree et al. [4, 5] and others [6, 17] highlight the stark difference between
domestic environments and the office environment from which the profile model has
been transplanted. One of our goals was to understand whether or not families have
chosen to make use of multiple profiles, and their reasons for doing so. More
generally with respect to personalizing technology in domestic environments,
Randall’s case study of life in a smart home [14] discusses a continuum between
personalization of technology which may make it most useful for a particular
individual, but difficult for others and infegration where all functionalities could be
used by all family members. Our investigation looks at whether families were using
personalization by profile [14] on their home computers. By looking specifically at
the use or non-use of multiple profiles we gain insight into whether the profile model
fits families’ needs for sharing.

3 Study Method

To gather data from families about how they use and share technology, two
researchers visited each family at their home and conducted a semi-structured
interview that typically lasted about 2 hours. The visits were conducted in January
and February of 2007. The home visit was modeled on the method used in Grinter et
al. [7] and had four components: a demographic questionnaire, sketching exercise,
tour around the house, and wrap-up discussion. We visited 15 different families for a
total of 50 people. We asked families to have all members present for the interview
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and achieved that for 12 of the 15 families. Because of scheduling challenges, one
person was missing from the three other families, in which case the family members
present described the technology owned by the missing participant and their usage
patterns. The families all resided in the Seattle metropolitan area in the northwest
United States. Families received two pieces of software as a gratuity.

We recruited families that use computers frequently and had at least one computer
that was shared. We were also interested in whether the number of computers in the
home impacted shared usage so we recruited 5 families in each of three different
groups: single computer families (C=1), multiple computer families (C<P), and
computer per person families (C>P). The C=1 families had one shared computer, the
C<P families had more than one computer, but not one for each person, and the C>P
families had at least one computer for each family member (old enough to use a
computer). For each of the three categories we aimed for a diversity of families. Eight
of our fifteen families had teenagers (aged 13 or older) and five had adolescents (7-12
years old). The remaining two families had toddlers (0-3 years old), but data from
these children were not included in our analyses since they rarely used the computer.
Our families ranged from those living in large private homes to smaller apartments
and included single parents, blended families with step children, and families with
two working parents. While not intentional, all families primarily used personal
computers running the Windows operating system, although one family had recently
purchased a Macintosh.

To start our visit, similar to previous studies [e.g. 10, 12], we brought a pizza
dinner to each family which served as an ice breaker. We first gathered demographic
information, and then asked each member of the family to sketch a floor plan of their
house. Participants then used red circular stickers to indicate the location of the
computers they used. For laptops, participants indicated all locations of use. To help
determine whether the computers were viewed as belonging to a particular member of
the family (e.g. Mom’s computer) or were associated with a particular space (e.g.
living room computer) we asked participants to label the computers using the name
they would use when referring to the computer when talking with others. We then
gathered additional data for each computer including how long the family had owned
it and the percentage of time each family member used that particular computer. Next,
we had participants add TVs using yellow stickers, game systems (yellow sticker with
black dot), music players including portable ones such as iPods (green stickers), and
phones including mobile phones (blue stickers). Participants denoted technology they
carried with them around the house, such as a mobile phone or iPod, by putting a stick
figure on the diagram. If a mobile device typically stayed in a specific place while in
the house (e.g., mobile phone charger), the sticker for the device was put in that
location. For each TV, game system, music player, and phone, we collected additional
details on who used the technology. Figure 1 shows two example sketches. While we
had each participant complete their own sketch, we allowed them to interact while
doing the sketches which often led to interesting discussions.

Next we took a home tour, visiting each computer indicated on the sketches. For
shared computers, we asked how family members managed the sharing, including
whether or not they used multiple profiles. If families made use of profiles, we
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Fig. 1. Participants’ sketches of their house’s floor plans annotated with dots indicating
different pieces of technology. The red dots (representing computers) are marked with arrows.

discussed which profiles were used, whether people might use the computer logged in
as someone else, how documents were managed, and how features such as Internet
bookmarks and email accounts were handled. We also inquired about the extent to
which people personalized their computers. If the computer was a laptop used in
multiple locations, we visited all of the locations where the computer was used, and
discussed how the person chose the location to use the computer. We also took a
digital picture of each computer in its primary location within the home.

We concluded our home visits with a wrap-up interview where we asked
participants to describe positive aspects of their current setup and what they were
planning to change. We also asked specific questions related to privacy and comfort
with home guests and others using their computer(s) and additional questions about
personalization of mobile phones and other devices. We analyzed our data by
counting the technology present in each household and coding its location. We
collected over 650 observations and quotes from participants during the interviews
and used the affinity diagramming technique from [3] to derive themes.

4 Results

The interviews and sketches gave us a fascinating picture of the number and type of
technology devices owned by the families. We first describe the types of technologies
families owned (4.1) and where the technology was located (4.2). Section 4.3
discusses how families shared their technology, looking in particular at the use or
non-use of computer profiles. Section 4.4 describes the family dynamics we observed.
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Table 1. Technology owned by each family

C=1 C<P C=pP
Family Id. 1 2 3 4 5i6 7 8 9 10i{11 12 13 14 15} Total
Teens N NNNY!'YY YNYNNNYY
People 2 2 2 3 413 4 4 4 612 3 3 4 4 50
GameConsoles { 1 1 1 0 1:1 1 O O 2i{4 1 1 0 O 14
TVs 1 2 1 2 4413 4 4 2 213 2 5 5 3 43
Music Players {2 2 4 7 711 8 6 3 6i4 6 8 5 6 85
Stereo* 1 2 3 4 5:/9 6 4 3 5i{3 4 1 4 2 56
Mobile 1 01 3 2:2 2 2 0 141 2 7 1 4 29
Phones 3 3 4 4 71108 9 4 64 4 11 9 13 99
Landline 21 3 2 3:7 4 5 2 2413 2 7 5 9 57
Mobile 1 2 1 2 4413 4 4 2 441 2 4 4 4 42
Computers 1 1 1 1 1¢{2 3 3 3 3i{3 3 4 4 8 41
Desktop 111 1 1¢y2 1 3 3 141 1 2 2 2 23
Laptop 0 00000 2 0 0 212 2 2 2 6 18
Wireless N NYNNYYNYYNYYYY 9
* different families had different perceptions about what was considered to be a stereo

(i.e. alarm clocks).

4.1 Technology in Homes

Table 1 shows the technology owned by each family, with families grouped based on
their level of computer ownership. All of the families had a high-speed Internet
connection and 9 families had a wireless network running in their house’®, which
included 6 of the 7 families with laptops. Four of the 6 families who did not have
wireless were single computer families.

Most families with game consoles (PS2, Xbox, etc.) clearly adopted a shared
ownership approach for them. Eight families each had 1 console, while Family 11 had
four consoles for two people. In Family 10, one of the sons also had a Nintendo DS
used only by him, but all family members that played games shared their Xbox. For
TVs, the raw numbers begin to suggest a move toward individual ownership, with 8
of the 15 families having the same number or more TVs than family members.
However, families reported considerable shared use, telling us that 37 of the 43 TVs
were at least occasionally watched by everyone. Mobile music players and phones are
where we truly observed individual ownership. Mobile music players were always
attributed to a particular individual when described to us (e.g. “Matt’s iPod”, “my
iPod”), similarly each mobile phone was owned by an individual and was referred to
using the person’s name. Mobile phones were quite popular, 40 participants had a
mobile phone and two of the fathers (F4°, F13) had two mobile phones. The 10 people

? For reference, the PEW Internet & American Live survey in 2006 reported that 42% of American
homes had a broadband connection (http://www.pewinternet.org/pdfs/ PIP_Wireless.Use.pdf)
and 19% of internet users had wireless networks at home (http://www.pewinternet.org/pdfs/
PIP_Wireless.Use.pdf).

3 Using the convention of [11], individuals are identified using their family role and id. For
example, F4 is the father in Family 4 and D9b is the second daughter of Family 9.
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without mobile phones included M3, who refused to carry a phone saying “[I] just
don’t want people to be able to reach me,” and the 9 children under twelve.

Since we sampled specifically for different levels of computer ownership and some
shared usage, we saw families with both completely shared ownership of computers
and more individualized ownership, which we discuss further in Section 4.3. One
interesting type of usage we observed was specialized individual ownership in Family
15 (8 computers for 4 people) and Family 13 (7 iPods for 3 people). For example, F15
uses each of his three laptops for different things, one is for daily work, another for
presentations (called “the Beast”), and the third for international travel, while D13
keeps her three iPods in different locations including her bathroom and gym bag.

We found the number of laptops present in the different groups interesting. The
C=1 families had no laptops, while 4 of the 14 computers (29%) in the C < P families
were laptops, and 14 of the 22 computers (64%) in the C > P families were laptops.
Certainly families with more computers had a higher percentage of laptops, but this
did not mean that all recently purchased computers were laptops. Both Families 6 and
13 had purchased desktop computers within the month before our visit. M6 told us
she bought a desktop because she had never had a laptop and her perception was that
they were not as powerful and not as good. She liked the solidness of the desktop.

4.2 Locations of Technology

Examining the participant’s sketches, it is clear that technology was pervasive
throughout the homes we visited. For each computer we coded its primary location of
use as being either public or private (proposed in [9]) based on whether the space was
accessible and used by all household members. Mobile devices (e.g. laptops, ipods,
mobile phones) were coded according to their primary location of use. If the device
was carried around with the person, it was coded as being in a private space. Table 2
gives a detailed breakdown of the locations of technology within the home.

Technology in Public Spaces. Public spaces were defined as areas in the home that
were accessible to everyone in the family such as living rooms, dining rooms,
kitchens, and home offices. TVs, game consoles, music players, phones, and
computers were all common in public spaces within the home. In total, 50% of the
technologies we examined were located in a public space. We also examined whether
the public locations were completely public (i.e. accessible to everyone in the family)
or were semi-private (i.e. controlled by certain people in the family but available to
everyone such as a home office) and compared this to previous results [9]. In our
study, 20% of the computers were located in completely public spaces (compared to
50% in [9]) while 39% were located in semi-private areas (compared to 26% in [9]).
Computer locations differed slightly from locations of other technology with very few
families reporting any computer use in the kitchen, and no one reporting use in a
garage or bathroom. In contrast, seven families (1,5,6,7,13,14,15) indicated using
other technology such as TVs, phones, and stereos in the garage or bathroom.

While music players and phones were common in public spaces, it partially
depended on whether the technology was stationary or mobile. Landline phones and
stereos were primarily found in public locations (67% and 57% respectively). In
contrast, while mobile phones and music players were used occasionally in public
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Table 2. Where technology was located in the home: public (e.g., living room, family room,
study) or private (e.g., bedrooms, carried with the person)

Public Private Total
TV 26 (60%) 17 (40%) 43
Games 6 (43%) 8 (57%) 14
Music Stere.o 32 (57%) 24 (43%) 56
Mobile 7 (24%) 22 (76%) 29
Phones Land‘hne 38 (67%) 19 (34%) 57
Mobile 7 (17%) 35 (83%) 42
Computer Desktop 17 (74%) 6 (26%) 23
Laptop 7 (39%) 11 (61%) 18

TOTAL 140 (50%) 142 (50%) 282

spaces, they were primarily carried around with the person or kept in a bedroom
(phones 83%, mobile music players 76%). For computers, 59% were located in a
public space with the majority of those being desktop computers (17/24). Overall,
desktop computers were significantly more likely to be located in public spaces (74%)
than private spaces (t4=2.22, p=.044). Similar to what Mateas et al. [12] observed,
these computers were often placed in sections of the public space designated as work
spaces, typically on a desk (termed an ergonomic place by Woodruff et al. [22]). For
example, M3 commented she “likes that it [the desktop computer] is in that case [a
large furniture cabinet] so we can close it off and it doesn’t look like a junky office
and keeps kids out of it.”

Many of our participants expressed positive comments about having the computers
in a public living area. People liked the togetherness of the public space, e.g. “Even
when we are both doing separate things, we are together” (M2), “I like the fact that
the computer is in the open because it encourages conversation” (M5). Also, many
parents indicated that they liked having the computers in a public space to keep an eye
on the children’s activities, e.g. “we decided to put the computer in the living room so
we know what everyone is doing on it” (M5). Similar to [9], several parents clearly
stated that they would not have computers and Internet in the children’s bedrooms:
“the kids want the computers upstairs but it’s not going to happen!” (M8). Although
many of our families liked having the computer in a public space, some family
members indicated problems resulting from this approach. In particular, noises from
the fan, alerts, or others’ usage, as well as light and motion from screensavers can be
distracting to other activities in the room.

Of the 24 computers located in public spaces, 16 were kept on the majority of time
(11 on all the time, 5 turned off at night) making them available for walk-up use.
Desktops were more likely to be left on compared to laptops (14 and 2 respectively).
The remaining 8 computers were off unless being used (3 desktops, 5 laptops).

Technology in Private Spaces. We considered spaces to be private when individuals
or a group such as parents had primary control over the space (i.e. bedroom).
Technologies that people always carried with them throughout the house were also
considered to be in a private space. This does not include mobile devices that had a
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primary location within the home (e.g. a mobile phone that typically stayed in the
kitchen instead of with its owner). TVs, game consoles, music players, phones, and
computers were common in private spaces within the home. As mentioned previously,
50% of all the technologies discussed in our study were located in private spaces. For
computers, 41% were in private spaces (6/23 desktop computers and 11/18 laptops)
which is higher than the 24% reported in earlier work [9]. The computers found in
private spaces were more likely to be laptops with 11 of the 17 computers being
laptops.

We found a roughly even split between technology in adults’ versus children’s
bedrooms (of the technology identified as being in bedrooms, 50% of non-computer
technologies and 57% of computers were located in adults’ bedrooms). However,
laptops were more common in parents’ bedrooms (7) as compared to children’s
bedrooms (1), while desktop computers were more common in children’s bedrooms
(5) as compared to parents’ bedrooms (1). Many of the desktop computers found in
children’s bedrooms were hand-me-down computers. Not surprisingly, mobile phones
and music players were the most common technologies that people carried around and
used throughout the home. In our discussions about these devices, it was clear that
these were very personal devices and were rarely shared with others in the family.
This is different from many of the other technologies in the home, which were much
more likely to be shared.

Computers found in private spaces were often turned off when not in use (11/17).
Whether or not these computers were laptops was also a factor, 10/11 laptops were
turned off when not in use (or put in sleep mode) compared to 1/6 desktop computers.

Laptop Usage. As Woodruff et al. [22] noted, laptops are particularly interesting
because they can be moved to different places in domestic environments. Eighteen
families in our study had laptops (none from the C=1 group, 3/5 from the C<P group,
and all families in the C>P group). In our study, nine of the 18 laptops (5 from Family
15, and one from each of Families 7,11,12,13) were used primarily in a single
location (home office or bedroom), while the other 9 laptops were used in multiple
locations throughout the home. Three laptops were considered highly mobile because
their owners, three daughters (ages 11, 12, 21) used the laptops extensively, taking
them wherever they went in the home (D14a, D14b, D15b). One mother stated, “if it
was waterproof, she’d be in the shower with it!” (M14). This exceedingly mobile use
seems to be different than usage of laptops in a few favored places observed in
Woodruff et al. [22], which we did observe for our adult participants and one 17-year
old male (S7), all of whom had individualized ownership of a laptop*. The reasons our
participants moved between their favored places are similar to those discussed in
Woodruff et al. [22] and included where others were in the house; other activities
going on; and affordances of the environment.

4.3 Sharing

We observed a large amount of sharing across the technologies we examined.
Technology located in public areas was generally shared. All TVs, stereos, and

* When coding the locations of technology, laptops with a few favored places were coded acc-
ording to their primary location of use (which was between 70-100% of the time).
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landline phones in public spaces were shared by everyone in the family and “place
based” names were primarily used when describing the technology (e.g. the one in the
garage; the TV in Mom and Dad’s bedroom). Computers in public spaces were also
generally shared, with the exception of those owned by Family 15 (who had 8
computers) who had specialized individual ownership. For the remaining 14 families,
16 of the 18 computers in public areas were shared by multiple members of the
family. While Family 15 did not have any computers that family members took turns
using, M15’s desktop computer was referred to as “the computer” and left on so that
everyone in the family could look at and add to the main family calendar which was
kept in Outlook (M 15 was typically the only person who added calendar events).

Technologies located in private areas, had a lower amount of shared usage. The
TVs, stereos, and landline phones found in bedrooms were primarily used by the
owner(s) of the bedroom with the exception of TVs in parents’ bedrooms, which were
often used by several members of the family. As mentioned previously, mobile music
players and mobile phones had very little sharing. Computers in private spaces also
had much less shared usage, with only 6/17 computers being shared. In three of these
cases, it was younger children using the computer in their parent’s bedroom (D1, S11
(2 computers)). In one case Family 4 had the family computer in one of the daughter’s
bedrooms (D4) and the remaining two cases involved family members (D13, M14)
borrowing a laptop and taking it out into a public space to use it.

Profiles. One focus for our study was investigating the use (or non-use) of profiles on
computers. Windows and Macintosh operating systems support multiple profiles with
a feature called ‘user accounts.” In both systems, multiple user accounts can be
created and each account has its own context including a separate default document
structure. Both systems support fast user switching, which allows switching between
different accounts without logging off and keeps the other accounts active in the
background. We observed three different types of profile use on the computers in the
families we studied: having a single profile (7 Families, 4 with teens), having multiple
profiles configured, but using only one (4 families, 1 with teens) and regularly using
multiple profiles (5 families, 4 with teens). Note that family 8 fell into two categories,
all of their computers had multiple profiles, but on two of the computers they only
used a single profile. No usage differences were found between the groups
representing level of computer adoption, however, the existence of teens in the family
seemed to increase the likelihood that separate profiles would be configured and used,
unless the teenagers had a computer of their own they could use.

Single Profile. Seven families chose to share a single profile (4,9,10,11,13,14,15) on
their computer(s). Convenience and ease of use were common reasons expressed by
families. Comments included: “It’s more convenient, I’'m all about easy” (D10), “You
can start using it right away” (M12%), “It’s a hassle to log in and log off all the time”
(M14). Related to the possible use of profiles for privacy and security, some families
suggested there was no reason, for example, F11 said “Nothing on there. No need for
security”. Others felt that they could control and monitor what their children were

> Family 12 had multiple logins enabled, but choose to share one account. This comment is
related to the use of a single profile.
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doing more easily when they shared one profile. One mother (M10) explained that
they used to have multiple profiles (a year ago), but when the kids started using
passwords, she was not happy about it and the family switched to share a single
profile.

While participants viewed shared profiles as being simpler, it was not without its
disadvantages. First, individual customization was not possible, so everyone would
have to be comfortable with choices made by members of the group, such as the
background someone chooses to put on. Second, many computer applications have
convenience features which save default data to facilitate usage, however, with
multiple users, the correct data may not be loaded (i.e., default login information).
This was particularly problematic for web browsers which have many convenience
features. Family 12 had an interesting work-around to resolve this issue. Although
they shared a profile, the desktop had icons for two different instances of their
browser (Opera). Each instance was personalized for one of the parents, allowing
them to have quick access to their favorites without cluttering up their spouse’s list.

Have Multiple / Use One. Four families had multiple profiles enabled, but chose to
share a single profile (1,3,8,12). Several families commented that this was because
someone else set up their computer or that they had initially envisioned that they
would use multiple profiles, but ended up using just one. Some families had a
separate administrator profile set up, but it was rarely used. Other families
commented that they shifted to sharing a single profile because of specific things set
up on one profile (e.g. Internet access) or problems with other profiles. D8a explained
that she and her sister used the same login because it gets Internet and IM. Family 5
(who had shifted to use multiple profiles) commented, “When it was dialup, mom’s
setup was used because it was the easiest (and remembered the password)” (F5).

Four families (10,11,13,15) indicated that they used to have multiple profiles set up
on their computer(s), but they switched to only have one profile. Some commented
that multiple profiles were “a pain” (D10) or “drove [them] nuts” (M15) so they
removed them. In other cases, as new computers were brought into the home, their
usage patterns changed. D13 commented that as they gravitated towards individual
computers, the need for multiple profiles was less critical. Similarly, D15a explained
that they used to have multiple profiles, but took them off now that everyone has their
own computer. She said: “It’s one less hassle to not have to login.”

Multiple Profiles. Five families chose to use multiple profiles (2,5,6,7,8).
Interestingly, none of the C > P families used multiple profiles. Personalization and
organization were common reasons expressed for utilizing multiple profiles. Families
explained that profiles enabled them to personalize their environment, including
backgrounds, screensavers, and favorites. For example, “Carol can do her own thing, I
can do my own thing. We can set up our screens differently and have different
backgrounds” (M6). Personalizing backgrounds was popular in our study, with 29 of
the 41 computers having custom backgrounds. Families in our study also indicated
that individual profiles enabled each person in the family to have their own things on
their own profile which some felt was more organized and made it easier to find
information. Comments included: “I have all my stuff” (F2), and “His stuff doesn’t
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get in the way” (M2). Some of our participants also commented that individual
profiles can provide a sense of identity, “Feels like it’s yours” (M5).

Families also indicated disadvantages of having multiple profiles. Six families,
who either currently or previously used multiple profiles, expressed confusion about
the file structure when using multiple profiles (3,5,6,12,13,15). They had trouble
finding shared documents such as digital pictures and remembering which profile
certain files were stored under. Additionally, there was some frustration expressed
that logging on and off was slow. When asked whether they utilized fast user
switching, several families commented that they did utilize it sometimes, but that it
often caused the computer to run slow, or were frustrated by notifications (e.g. AIM
instant messenger and other pop-ups) that were still received from other profiles.

We asked families using multiple profiles how they handled logging off. Only
Family 8 indicated that they logged off after using the computer. In Family 5, most of
the family members did not bother logging off, so the typical log-in procedure
required logging off the previous person first. In families 6 & 7, both mothers did not
tend to log off while other family members did. S7 referred to this as “bad computer
etiquette.” S7 indicated that one of the reasons why he and his sister try to log off is
because their mom has been known to talk to their friends on IM. Family 2 explained
that the computer is always logged into the mother’s account and if her spouse wants
to access his account, he has to first log her out (he always logs himself off when he is
done). Family members also told us that they would sometimes use the computer in
someone else’s profile. This was particularly common if the participant had
something quick to do, they would just go ahead and use the active profile.

Contention. Although we recruited families that had least one shared computer, our
participants reported very little contention over computers. This is in sharp contrast to
previous research which indicated heavy contention over family computers [9]. Two
families (6,13) mentioned that there used to be contention over the computer, but now
that there are more computers available (one family bought a new computer and the
other’s daughters moved away to college), this no longer seems to be a problem. The
few comments we did receive from families regarding contention indicated only mild
concern (“sometimes I have to get off the computer for mom” (D10)) or pointed out a
priority or sharing scheme for the computers (“Vanessa gets first crack at the desktop
because she doesn’t have a laptop” (S7)). Families that had multiple computers often
indicated that they would use one of the other computers if the main one was tied up.

4.4 Family Dynamics

The high degree of trust that existed within the families was clear during our study.
Several families indicated that they share many technologies in their homes (e.g., M5
said “we pretty much share everything”). In our study, only four families (3,6,8,9)
were using passwords on shared machines. Three of these families (6,8,9) indicated
that the passwords were a mechanism to limit the children’s access to the computer
while Family 3 explained that the password was used in case outsiders hacked into
their system (both people in the family knew the password). None of the families in
our study discussed using passwords to maintain their personal privacy nor did
anyone indicate that this was a concern, e.g. “Never tried a password. I don’t see a
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reason unless you want different backgrounds” (D13). In terms of multiple profiles,
none of our families expressed privacy as a reason for why they would want or need
multiple profiles. While talking with us as a group might have limited their candor,
the file organization used by families and the fact that people in families with multiple
profiles did not always log off supports our observation that privacy was not a large
concern for family members.

While families did not feel a need to protect their privacy from others in the family,
similar to [9], many parents did express concern over controlling or monitoring their
children’s computer and Internet activities. This included limiting the amount of time
children were allowed to be on the computer or on the Internet, limiting what web
sites they could visit and what information they were allowed to download,
determining which computer they were allowed to use, and limiting or preventing
certain activities such as IM or chat. For some families, this control or supervision
was a way to protect their children from inappropriate activities. For others, the
concern was related to a fear that the children would inadvertently download a virus.

While computer administration and technical support issues were not the focus of
our study, similar to [7] and [15] we also saw that families typically had a ‘technology
czar’ (proposed by [15]) who managed the family’s technology. While our sample of
15 families is not broadly representative, and skews toward upper middle class
families comfortable with technology, we found a roughly equal division across
gender for which family member was the technology czar. This was surprising given
previous research [e.g. 21] on gendered use of computers.

5 Discussion

The results we have presented offer a picture of technology use and sharing in
domestic environments in the U.S. which designers of ubiquitous technology can use
to inform their decisions on what types of spaces and sharing models may be most
appropriate for the technology they are building. In this section, we describe some of
the themes that emerged from our investigation that we found most compelling.

Opportunistic Places for Ubiquitous Computing in Domestic Environments.
Ubiquitous computing devices proposed for domestic environments are frequently
designed to be used in public spaces such as kitchens or living rooms, often in what
Mateas et al. [12] termed the hang-out spaces. For example, the devices cited by
Rodden and Benford [17] include Internet fridges, augmented household notice
boards, cups, and garden furniture. Taylor et al. [18] describe augmented magnets,
message boards, and clocks. While we do not disagree with the appeal of public
spaces as locations of interest for ubiquitous devices, we feel that our study suggests
other spaces within domestic environments that may also be appropriate and
opportunistic to focus on.

The amount of technology in private and semi-private spaces, suggests to us that
these spaces may be a more receptive environment for additional technology than
public spaces. One reason for this might be that more private spaces may have fewer
aesthetic concerns than public spaces, for example around power cords, noise levels,
or furniture style. While certainly we do not advocate creating ugly prototypes,
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pragmatically during the development and field testing of novel ubiquitous devices,
deployment in a private space with less rigid aesthetic concerns might mean the
difference between use and feedback on a prototype or it being stuffed in a closet
when visitors arrive. Semi-private spaces, such as offices, already include the
coordinate displays, ecological habitats and activity centres that Crabtree et al. [4]
identified as prime site for ubiquitous computing, and many also contain considerable
amounts of computer and non-computer technology. Other public spaces that might
be of interest include bathrooms and garages where we were surprised that many of
our participants reported having phones and music players. Our intent is not to say
that kitchen and living room spaces are uninteresting, merely to point out that since
these other environments are conducive to having technology, they might be
opportunistic locations to consider for ubiquitous computing devices.

Yours, Mine, and Ours. In the beginning of the paper we identified two sharing
models, appliance and profile. We found it interesting that for quick activities like
checking a web page, participants would often go ahead and use the active profile
even if it was not theirs. While this opportunistic use may be related to time delays
when switching users (and future research could explore this further), the treatment of
the computer as an information appliance (e.g. for looking at the family calendar or
getting directions) and use of the active profile without switching suggests to us the
potential for technology devices that support a mixed profile model.

A mixed profile model would incorporate aspects of the appliance model,
essentially a single profile shared by everyone, and the profile model that requires a
particular profile be active. For example, imagine Sal’s alarm clock generally runs in
appliance mode allowing anyone to use it to start the coffee maker. But Sal can
activate her personal profile, perhaps by saying her name or touching a particular
button to identify herself, at which point asking for traffic information would give
information about the route to her office rather than her spouse’s commute. After a
period of inaction, the alarm clock would revert to the shared alarm clock appliance.
Given that we saw that many of the computers in public spaces were relegated to a
‘work space’, a mixed sharing profile, which would better support awareness and
quick interactions, might help computers earn a place in the family ‘hang-out’ space.
For example, one can imagine a computer that functioned by default as an awareness
appliance, showing information customized for the household, but allowed people to
easily transition to longer interactions in their own profile.

Personalization not Privacy. During the study we focused on how families manage
sharing of their technology, particularly their computers. We saw more families
utilizing multiple profiles than we expected (5 of 15 families), especially given
previous research [e.g., 9], although we still observed that many family members
were relatively unconcerned about privacy within the family. The password use we
did observe was typically used to control access to resources such as the Internet,
rather than to keep information private.

So, rather than using profiles to ensure privacy, the primary motivation we heard
from our participants was personalization. Participants were not concerned that other
family members might have access to their documents and in fact wanted easy
visibility of each others’ documents since people reported forgetting which profiles



Yours, Mine and Ours? Sharing and Use of Technology in Domestic Environments 125

they had been in when they saved a document. The depth to which the environment
changed when participants switched profiles led to considerable confusion among our
participants. We instead propose treating the desire for multiple profiles more like
providing different skins for the computer, much like one might buy a decorative face
plate for a mobile phone or an attractive case for a music player. This approach would
change the physical appearance as well as some of the preferences and history for
different profiles, but would not require a complete context switch of the entire
environment, and would more closely match the experience our participants desired.

6 Concluding Remarks

In this study we have examined the locations and sharing of technologies in 15 homes
in the northwestern United States. Clearly the results we have presented must be
interpreted with regard to the culture in which they were collected, and our results are
most applicable for those developing ubiquitous technologies for domestic
environments in the United States or countries with similar cultures and levels of
technology adoption.

By examining how families share technology, including their use of profiles on
shared computers, our aim is to call attention to the prevalence of shared technology
in domestic environments and raise awareness of the importance of considering
shared usage. While not all ubiquitous computing technologies will necessarily be
shared, developers need to consider whether or not the technology they are
developing should support sharing or if it would be more appropriate to require
individual ownership. While we have proposed some possible ways that technologies
might mix features of the appliance and profile models to better match the ways in
which we observed participants using their technology, we see this research as one
part of a continuing conversation about how technology functions with respect to
sharing in domestic environments. Certainly there are many interesting scenarios left
to explore. For example, how devices might support multiple active profiles to record
collaborative use of computers or recognize that two people are watching a television
program and would both like it added to their personal history. We look forward to
continued experimentation with technologies in domestic environments, and hope that
in 2017 researchers are not observing that ubiquitous technologies in the home need
to better match the ways families share them.
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Abstract. Despite a growing desire to create smart homes, we know little about
how networked technologies interact with a house’s infrastructure. In this
paper, we begin to close this gap by presenting findings from a study that
examined the relationship between home networking and the house itself—and
the work that results for householders as a consequence of this interaction. We
discuss four themes that emerged: an ambiguity in understanding the virtual
boundaries created by wireless networks, the home network control paradox, a
new home network access paradox, and the relationship between increased
responsibilities and the possibilities of wireless networking.

Keywords: home networking, smart home, infrastructure.

1 Introduction

As computing has migrated into the home, research exploring the implications of
domestic technology has grown [2,5,6,8,14,29]. To date most research focuses on
individual devices, although recently a few studies on networked systems have
emerged [13,17,27]. However, home networking remains under-explored, and in
particular, the question of how these networks interact with the home’s infrastructure
has not been addressed.

This omission seems problematic, given that domestic ubiquitous computing
research typically relies on home networking. This home network is oft assumed to
be seamlessly integrated into the home’s infrastructure—the physical structure and
services (e.g., cable and electricity) and all those involved in their establishment and
maintenance. In this paper, we report on empirical research that sought to determine
whether these assumptions held true. We found that householders’ home infra-
structures do not readily enable home networking and we identify some of the
challenges that the Ubicomp community will need to overcome if domestic ubiquitous
computing applications are going to become widespread in people’s homes.

We begin by reviewing domestic technology research. Then we describe our
methods and participants and present the framework (based on [23]) used to organize
our results. We conclude by discussing four themes that emerged: an ambiguity in
understanding the virtual boundaries created by wireless networks, the home network
control paradox, a new home network access paradox, and the relationship between
increased responsibilities and the possibilities of wireless networking.

J. Krumm et al. (Eds.): UbiComp 2007, LNCS 4717, pp. 127 2007.
© Springer-Verlag Berlin Heidelberg 2007
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2 Background: Domestic Technologies and Home Networking

In the last decade, empirical studies of domestic technologies have surfaced a variety
of themes. One set of studies has opened up the idea of “home” for investigation, and
shows how householder’s routines structure domestic life [2,6,29]. These studies
have also shown that rooms—part of the home infrastructure—play a role in
establishing and maintaining routines.

Other studies have explored the use of technologies such as set-top boxes [20] and
VCRs [26]. These studies illustrate how users’ adoption is a product of the
interaction with the device. They also highlight how adoption is situated within
broader contexts of the home (e.g., routines and divisions of labor) [3]. Further, these
studies comment on space use in the home, but also pick up on some of the
complexities associated with the technical infrastructure required to manage devices.

Another category of studies has focused on the Internet, and its influence on
domestic activities. Early studies, dominated by telecommuting, focused on the
blurring of boundaries between employment and leisure, showing that work at home
was negotiated as spaces changed to support the creation of home offices [30]. As
Internet applications have evolved, studies have continued to report the evolving
domestic uses of the network at home [7].

Finally, some studies of domestic technologies have deployed systems in the home.
For example, systems such as CareNet, an ambient display for elderly health care,
involved making a technological intervention within the home [5]. In these studies,
home infrastructure comes up in the context of how and where the technologies are
used, and also in deployment challenges.

While studies of domestic technologies have surfaced questions of home
infrastructure—of which networking is a part—this has not been a primary focus.
Smart home research, by contrast, has solved the problems associated with
infrastructure through controlling the building of physical and computational
infrastructure [14-16]. Yet, these living laboratories—often held up as a solution—
also serve as testaments to the complexity of home networking because of the
significant commitment required to make the problems “go away” [10]. Further,
these smart homes exhibit an interesting duality, in that many of them serve as
“offices” where researchers explore the possibilities of their technologies, and where
the infrastructure itself might share some advantages of its office counterpart—the
presence of administrative support. Yet, even in the office, reports of difficulties in
encounters with infrastructure exist, particularly when it breaks [28].

More obviously, smart homes serve as a means by which to compare most housing
stock. While smart homes have built in networks, most householders find themselves
needing to retrofit their existing homes to accommodate new technologies (or decide
whether or not to do this [19]). Relatively little research reports on the challenges
associated with using the home’s existing infrastructure for networked applications,
but what does exist suggests difficulties [13,17,27].

Kiesler et al. [17] found that householders relied on family and friends, as well as
service providers, to make their home infrastructure accommodate a networked
device. More recently, Grinter et al. [13] identified problems with home networking
including learning that householders relied on 3-7 companies to provide infrastructure
support (e.g.: Internet Service Providers, cable, phone) on top of the work they did
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themselves. Although Grinter ef al. comment on home infrastructure, their findings
focused on the networks themselves, with limited attention to the infrastructure
required to support it, and we sought to extend their results. We also expanded on
Grinter et al.’s work, which was limited to dual-income couple households, by
focusing on families with children and other household types—allowing us to explore
the role of children in infrastructure work. Critically, we focused on home
infrastructure centrally—grounding the troubles with networking in a broader context
of technologies and services, and those who administer and support them.

Shehan and Edwards [27] propose a variety of futures for home networking.
Many, if not all, of their models for the future rely on infrastructure agreements—for
example, the outsource model which suggests professional home network
provisioning (affordable for all). Inspired, in part, by their models, our research
complements theirs by offering empirical evidence about the relationship between
home infrastructure—the physical structure and services, and all of those involved in
their establishment and maintenance—and home networking.

To analyze our data, we used Rodden and Benford’s framework [23], which,
although it speaks to Ubicomp broadly (and has been applied at the applications level
[24]), emphasizes the relationship between infrastructure and technology.
Specifically, Rodden and Benford applied Brand’s [4] “layers” theory of home
evolution showing how technologies fit in. They suggest that previous domestic
research has largely focused on layers that change the most, and argued that little was
known about the more stable layers—those focused on utilities. By doing that,
Rodden and Benford made home infrastructure visible, highlighting interactions
between the technical and physical, and the diversity of people responsible for
systems administration. We will return to a discussion of their framework in Section
4. Next, we describe participants and methods.

3 Participants and Methods

Our study consists of 11 households (drawn from the metro-Atlanta area in the United
States) with a total of 28 participants, including 5 teenagers who provided their
perspectives on engaging with infrastructure (see Table 1). We recruited participants
by word of mouth, email, and by visiting a high school parent-teachers association
meeting, and we did not offer compensation. Given that our participants come from
Atlanta, we recognize that our findings are physically, socially, technically and
culturally grounded in household norms, that may not exist in other regions or
countries (as others have observed [2, 25]) however, some of our findings echo and
build on previously reported encounters with home infrastructure.

For our study, we defined a home network as having one or more computers
connected to the Internet and to each other and/or a wireless network. Additionally,
we included Audio/Visual (AV) equipment, at minimum a TV and a receiver. We
included AV networks for two reasons. First, AV networks have been in homes for a
longer time, and we wondered whether experience with them influenced computer
networking. Second, and more importantly, AV and computer networks are
converging, and we wondered about those challenges.
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Table 1. Participants’ demographics (house codes, occupants—occupation and children’s ages
if relevant—number of computers, wireless or wired computer network—check indicates
presence, cross absence—type of Internet connection, and primary caretaker—network
administrator—for AV and computer networks)

“ = . o
g E 3% g2 28
g 2 T¥sS g8 EfE
g a s A 5 C’fi .E ; > .§ éa‘ g
= & zzza a0< &O0O
P1 Boyfriend [Networking Administrator], 4 v Y Cable Both Both
Girlfriend [Grad. student, technical field]
P2 Husband [Marketing/Sales], Wife [Grad 3 v v DSL Husband Both
student, technical field]
P3  Husband [Builder], Wife [Usability 2 v v DSL Husband Wife
Engineer] (Children not living at home)
P4  Husband [Prof., technical field], Wife 2 v x DSL Husband Husband
[Homemaker], Son (8), Son (6), Daughter
3
P5 Boyfriend [Office Manager in firm], 3 v v DSL Boyfriend Both

Girlfriend [Grad. student, non-technical
field] (engaged)

P6  Husband [Network Engineer], Wife 7 v v DSL Husband Husband
[Usability Engineer], Son (4), Son (1)

P7 Husband [Office worker in business], Wife 4 ¥~ v/ Cable Daughter Daughter
[Homemaker], Daughter [User Interface
Designer] (24)

P8 BrotherA [Grad. student, technical field], 5 v v Cable Brother Brother
BrotherB [Undergrad. student, technical A A
field], Roommate

P9  Husband [Prof., technical field], Wife 5 v v DSL Husband Husband

[Instructor, technical field], Son (14),
Daughter (11), Daughter (<11), Daughter
(<11)

P10 Husband [Prof., technical field], Wife [Grad. 7 ¥ v Cable Husband Husband
student, technical field], Son (15), Son (9)

P11 Husband [Businessman], Wife 5 v v Cable Husband Wife
[Homemaker], Son (>11), Daughter (<11)

Clearly, these choices skewed our sample—typically one householder had
considerable formal or self-taught knowledge of the technologies (which in and of
itself speaks to the usability difficulties associated with home networking), but the
other householders varied widely as to their backgrounds and knowledge of
networking. We chose these people, despite their high-degree of technical knowledge
that existed in most households, because these people were those who were
attempting to set up, configure, maintain and evolve their home networks—and
relying on household infrastructure to do so. We wanted to understand what real
problems these people faced—with particular attention to those ones encountered by
the less technical members of each household who might be more typical of the
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broader middle and upper classes (those who could potentially afford the services and
technologies required to create a home network today).

Like Grinter et al. [13] we used a two-step data gathering process. First, we asked
each household to complete an inventory listing all the computing and AV devices in
their homes—allowing us to screen potential participants and customize the protocol
for each home. Second, we arranged a home visit (which typically lasted 1-2 hours),
which began with each householder sketching the computing, AV, and ideal
networks. We noticed that some householders sketches used the physical form of the
house to explain their networks (also observed in some of the sketches in [13]). After
sketching, participants took us on a tour of their home showing us their networked
devices. Proximity to particular parts of the network elicited explanations about the
relation between the network and the infrastructure. We audio-recorded the
interviews and tours, took photographs of devices, and asked questions. Finally, we
finished the visit by asking any outstanding questions. Analysis consisted of
transcribing the interviews and examining the resulting data (the interviews combined
with pictures, drawings, and inventories) with reference to Rodden and Benford’s
framework. We report on our results in the next section—grouped around the layers
of home infrastructure evolution.

4 Findings: Networking in the Evolving Home

Our findings are organized by the layers of Brand [4] as used by Rodden and Benford
[23]. Brand [4] proposed that buildings are composed of six layers from the outside
in: Site, Structure, Skin, Services, Space Plan and Stuff. Site is the fixed geographic
location and boundaries of a building. Structure is the foundation and load bearing
elements of the building. Skin refers to the external surfaces of the home. Embedded
in Structure is the Services layer—the “working guts’ of the building including all the
wiring and plumbing. Interior layout is determined by the Space Plan layer, which
includes walls, ceilings, floors and doors. All other things filling up the interior
including furniture, appliances and decorative artifacts are called Stuff. Brand [4],
differentiates each layer by how often it changes and the people who interact and
manage it. For example, Structure changes infrequently because of expense and skill,
whereas Stuff moves frequently. Responsibility for making changes tends to shift
from professionals at Site to householders for Stuff.

Using these layers, we describe how householders interact with these layers as they
setup, maintain and troubleshoot their home networks. Our data did not yield any
significant interactions between Skin, the external surface of the building and home
networking—it came up for one participant in a discussion of the aesthetics of the
satellite dish on P3’s roof. Consequently, we omit a section on Skin.

4.1 Site: Shaping Services and Managing Boundaries

For our participants, Site—the permanent restricted geographical setting—affected
the types of Services available, and in so doing influenced the home network.
Numerous participants described a Service, such as the inability to get a choice of
Internet connectivity, e.g., lack of Digital Subscriber Line, as limiting how they



132 M. Chetty, J. Sung, and R.E. Grinter

connected their home to a broader network. Additionally, Site affected what
equipment (Stuff) our participants installed or required. For instance, one of our
households, P6, said there were frequent power outages in their area, and
consequently they installed Uninterrupted Power Supplies (UPS), a battery backup, to
ensure that they could safely power down devices in an outage.

Reciprocally, home networking affected how householders’ perceived their Site.
Markedly, most of our participants did not know how far their wireless networks
reached. Nor did they have a strong sense of the degree of mismatch between that
and Site boundaries. And yet, participants realized the potential for mismatch
because they saw the networks of other houses bleeding into their own Site.

Households differed in whether and how they managed this mismatch between
their physical and wireless Sites. Several participants used Wireless Encryption
Protocol (WEP) keys and Media Access Control (MAC) filtering to restrict wireless
access to approved people on their own Site—a type of “digital Site boundary”.
Others expressed less concern about erecting these boundaries, because for example,
they used their computer over a secure Virtual Private Network (VPN) to access work
data (P1), and more generally they did not view other people as a threat. A more
extreme example emerged in one interview where a household (P6) relied on the
physical Site to contain and secure the wireless Site. As he put it:

“The only security is like we are 700 feet from the road.”

A final reason for leaving the boundaries down emerged during the interviews—some
households did not have the knowledge to secure their networks.

Ironically, while some participants expressed concern and took steps to erect
digital Site boundaries, those same participants largely saw and used their neighbor’s
less protected networks. For example, when P9’s Internet Service Provider (ISP)
connection went down, the administrator used his neighbors open wireless network to
contact his ISP and report the problem. In another case, P1 described how whenever
their ISP went down, their laptop automatically connected to the neighbor’s network,
the next strongest signal on their Site. P1’s householders reported feeling guilty about
being able to see private files on this network but when asked about informing their
neighbors about their lack of security one participant spoke of the convenience and
utility of having another on-Site connection when their own went down.

In summary, Site affected householder’s Services options and influenced Stuff
purchases. The interaction between Site and wireless networks showed the most
interesting problems (and while we recognize wireless networking is also tied to
layers like Services for access to electricity and Stuff since a router is Stuff, we do not
focus on these relationships in this paper). The mismatch between physical and
virtual Site boundaries led some to find digital means to reassert the type of control
that people desire over their physical property (even if that is not always possible
either). Others’ inability or lack of interest in erecting digital fences, allowed some of
our participants to cross into their neighbors’ virtual Sites and use their network.

4.2 Structure: Modification and Work Arounds

Households varied on whether, and how, they modified the Structure—load-bearing
elements—of their home for networking. For example, P10 installed Ethernet in their
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home, when it was undergoing remodeling, to get a reliable high-speed network.
They also built a basement office with a patch panel to centrally control sharing of
cable, telephone and Internet connections throughout the house.

Other participants described more problematic encounters with Structure. For
example, P11 explained that they wanted to install Ethernet around the house because
of the reliability of connectivity (in comparison with wireless). The primary network
administrator, the wife in this household, successfully crawled underneath flooring
and drilled holes through wooden panels to connect most of the computers in the
home. However, the Structure, and in particular a large wall en route to her son’s
bedroom was a sufficient obstacle, that she abandoned that part of the wired plan,
opting for wireless to connect that particular machine.

P1 who also installed Ethernet to distribute Internet access around the house,
explained that he preferred wired connections because of the security vulnerabilities
associated with wireless security, also described difficulties working with Structure.
He found drilling holes in the walls for cables time-consuming and in some cases, the
holes did not lead to places where cables could be run. In this case, he persevered out
of a strong desire to hide the wires. Indeed, our participants often spoke of aesthetics
as a reason to engage with the Structure, to remove ugly wires that did not “belong” in
sight or if not possible to consider the purchase of wireless technologies.

However, embedding the home network into the Structure of the home could and
did cause householders’ problems. For example, a participant in P4 laid Ethernet
throughout his home while it was being built. After the home was completed, he
discovered that he had a dead socket in his office. But, unwilling to tear apart the
wall, he was unable to fix the broken connection.

A final unusual example of Structure challenges involves a household, P3, who
sought to connect multiple buildings on their property—in this case a guesthouse to
the main property. In this case, the household chose wireless, but perhaps more
unusually, this decision was made by a regular guest to that home—as they explained:

“He works from StateX...then he comes to [sic] in to CompanyX ... so he stays in the room
above the garage and he’s the one that set up the router so that he could have wireless access.”

Despite these exceptions, most of our participants did not modify Structure for
home networking, citing expense and complexity as deterrents. However, we were
surprised by the number of participants who saw advantages in wired network
infrastructure, reliability and speed, as compelling reasons to engage in complex
home modification or take advantage of remodeling opportunities. And of course, for
some, wireless networking was a means for working within or around Structure.

4.3 Services: Making and Designing the Network

Households used a number of Service layer technologies—the cabling and wiring that
comes into the home from outside (e.g., electricity) as well as the wiring inside the
house. Participants described using Ethernet (a dedicated Service), and PowerLine
and X10 technologies that both leverage existing Services in the home, the power
network and telephone cables. Interestingly, while both Brand [4] and Rodden and
Benford [23] suggest that third parties own the responsibility for this layer, our
participants spoke of sharing the responsibility when it came to home networking.
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This was most clear in the case of laying Ethernet. While two households
contracted outside services to wire their homes—four households wired their own
homes. Of all six households, four installed a patch panel to allow them to centrally
control a variety of infrastructures implicated in converged home networking, the
Internet, cable, and phone lines. All six households described Herculean efforts—
working together, spread across the house, to determine which outlet matched which
connection on the patch panel or where to drill holes for cables to wire their homes.
When asked why some chose to lay their own cable, householders cited cost, specific
needs such as high grade cabling, sockets in appropriate places, and to ensure a
correspondence between the network and physical layout of the house in addition to
not trusting third parties to do a good job.

Before commencing these, or even smaller Service projects, households frequently
reported having design problems. Participants told us they found the process of
designing how Services would support home networking time-consuming and
requiring significant forethought (particularly if they wanted to design for continued
growth and evolution of the applications and devices supported by the home
networking). Perhaps unsurprisingly then, the most complex “home-grown” Service
infrastructures came from people who had graduate degrees in computing.

One consequence of the complexities of planning Service infrastructures was on-
line representations of the home networks. The system administrator for P8’s
network used Microsoft Visio to plan out Services-level changes to their home
network. In this household, this diagram then subsequently served as a reference
which he used whenever considering an update to the network.

One householder in P11 refined our understanding of what “home-grown”
complexity meant. She self-described herself as having a lack of technical training,
but yet was able to wire her house with Ethernet. She described the effort as hard
physical labor, but not mentally complex. Indeed, what participants seemed to find
complex as they took on responsibilities at the Service layer—not to underplay the
physical labor—was managing all the constraints imposed by networking
technologies. Systems needed to be proximate to multiple Services, such as power or
data, and had to share a variety of resources, including in some cases limited outlets.
Accommodating home networks’ multiple and competing Service needs appeared to
be at the heart of the complexity.

Our participants varied in their degree of engagement with Services. However, it
was clear that by comparison with other accounts, particularly Brand’s [4],
householders in our study often needed to increase their engagement with this layer
by taking increased responsibility. Specifically, they designed and planned how the
home network could most appropriately interact with and leverage the Services.

4.4 Space Plan: Controlling Access and Aesthetics

Space Plan refers to a home’s room layout including décor. Rodden and Benford [23]
argue that previous domestic technologies studies have surfaced relationships between
Space Plan and computing. Consequently, we focus on findings that speak to the less
examined relationship between householders’ use of Space Plan and the home
network (as opposed to individual devices). Critically, home networks supported
householders in bringing content into spaces of the house, and consequently we found
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that rooms played a central role in structuring access and engagement with both the
computing and AV networks.

Four households in our study used permanent or portable computers in their
kitchens. For example, a P8 participant used a computer in the kitchen to access other
machines on both his home and work networks, but also to get recipes and check the
commute times. He also described the kitchen computer as a convenient means for
checking email and for continuing tasks he had originally begun on the computer in
the bedroom upstairs. A P7 householder described why he decided to place his
computer, which also serves as a TV, in the kitchen.

“I want it closer to the activities at the house. I didn’t want to set it up upstairs. The
kitchen is kind of a gathering place for us.”

The ability to access new types of content in new places presented some of our
participants with another challenge, focused on controlling access. Specifically,
householders, particularly those with children, described using the Space Plan to
create public and private spaces for computing and AV. Parents purposely placed the
computers that their children used in rooms—such as kitchens and dining rooms—
where the adults could supervise and monitor usage [18]. Simultaneously, other
rooms were designed to be “off-grid” for children. For instance, the mother in P11
allowed her children to use their computers in their bedrooms but without an Internet
connection (e.g., by physically removing a wireless card from her son’s laptop). This
house had an Internet-enabled computer in the kitchen where the mother could
monitor her children’s online activities.

Householders also used their Space Plan to create more private places for some
home network uses. We observed this phenomenon with AV networks, perhaps
because the primary family equipment was usually placed in public space—such as
the living room—(2,13]. Consequently, parents described watching “unsuitable”
programming (for their children), e.g., violent films, on AV networks in their
bedrooms, which they characterized as a private part of their Space Plan.

Our participants used the Space Plan to create aesthetic and noise-free places. To
mitigate the ubiquity of unsightly wiring, participants designated certain rooms as
appropriate for highly networked technologies. For example, in P10 the mother
moved her son’s gaming systems (wires connecting gaming consoles to controllers,
the AV network through the TV, and the Internet) to the basement to make her living
room more aesthetically appealing. This move also had the effect of reducing noise
levels in the shared and central parts of the house.

Participants also described using wireless networks to create a visually pleasing
environment that still supported access to the home network. We see this type of
aesthetic concern as speaking to householders’ desire to work the home network into
the décor of their homes. However, the interactions between wireless technologies
and home infrastructure sometimes created problems. Households expressed
frustration with poor wireless signals leading to loss of Service that they thought—
correctly—were caused by thick walls and possible interference from other electronic
equipment nearby (most notably the kitchen, a room full of appliances).

Participants described an interesting relationship between Space Plan and home
networking. On the one hand, home networking changed the possible activities that
could take place within the Space Plan, and was used to hide some activities in new
places. Simultaneously, the Space Plan was used to constrain that same range of
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activities for some home network users, notably children. Finally, Space Plan was
used to make some technologies disappear from certain rooms by designating other
places as more appropriate or using technologies that would render the artifacts of
home networking perceptually invisible. The latter was not without issue.

4.5 Stuff: Complex and Potentially Isolated

Devices—computing and AV related equipment—are the Stuff of the home network
and householders add, move, and disconnect equipment. Householders moved
equipment for various reasons. New equipment purchases often triggered the
movement of an older equivalent to a different network (in the case of AV) or part of
the Space Plan (in the case of the computer network). Inhabitants engaged in device
migration for other reasons as well. For example, the P4 household moved their TV
and purchased new audio speakers because they felt that the old position was sub-
optimal for watching and listening. They reported leaving the old, unused speakers
mounted on the wall because removing them was a complicated process.

Participants reported that the Service layer constrained their movement of
equipment. For example, power and Ethernet wall plugs determined the position of
some home network devices. Additionally, the placement of Service plugs, often
determined and shaped the place of non-networking Stuff, used to enhance aesthetics.
Participants told us about using carpets, rugs, cupboards and couches to hide the Stuff
of home networking. We also observed examples of using Stuff of the home network
to obscure other home networking Stuff, such as hiding cables behind TVs.

Complexity of device configuration and interoperability emerged as a theme when
we examined the relationship between Stuff and home networking. In a study of AV
networks, Petersen ef al. [21] described how onerous participants found configuring
their devices to work together, for example to make surround sound work. We
observed similar difficulties emerging with computer network Stuff in this study.

These problems stood in stark and almost ironic contrast to the aspirations of all
the participants in our study. Most householders in our study described wanting a
fully networked home, one where they could share media between the Stuff of both
computing and AV networks. Another surprisingly common theme in our study was
the desire of our participants to be able to access, manipulate, and consume media
stored on devices in one part of the house on devices in other areas of the home. For
example, in household P11, participants connected and distributed speakers
throughout the house so that they could listen to sports on the deck without having to
place the radio there. Other participants indicated a desire to be able to listen to and
watch the TV, located in their living room, from their kitchen while muting the sound
in the living room, so as not to awaken their children.

Sadly, despite the desire to connect the Stuff of computing and AV together and
across these networks, most of our participants had not attempted to do this in
practice. Citing complexity, some households had simply not tried. Other households
admitted that they lacked the in-home skill to connect Stuff. Following Brand, and
Rodden and Benford’s analysis, responsibility for Stuff falls to the householders, and
this was certainly true in the case of home networking devices. And yet, participants
spoke of a complexity that made this responsibility particularly challenging, a lack of
detailed technical knowledge and the difficulties of connecting an eclectic mix of
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devices. The latter also appeared to exacerbate the former—eclectic Stuff included
legacy devices that might be older than some householders themselves (hand-me-
downs, or purchases made prior to the arrival of children)—consequently requiring
knowledge of the history of the evolution of connection standards, and an awareness
of whether and how these older devices could be “made to work™ with newer ones.

The lack of device or Stuff interconnection had implications for the degree of
“online” data interconnection. Most participants described transferring data among
devices as being a process that involved USB flash drives, CDs or emailing the
document to people with accounts on the target device. In other words, even though
participants desired a networked home, they still used physical means or the internet
to transfer information between devices, sometimes even in cases when these devices
were connected together.

Only two households had connected their AV and computer networks, which they
used to stream media from a server to a television. Both households had occupants
who were technology aficionados and had created customized Linux solutions that
turned machines into media centers. These individuals had also set up a complex
system of switches to configure different input and output devices (e.g., switching
from DVD input to input from a computer server).

Given the complexity of connecting Stuff (within computer and AV networks, let
alone crossing them), households resorted to a number of mechanisms for explaining
the state of the network. For example, the P6 participants used notes and post-its on
each wire going into various AV devices to remind them how their Stuff network was
connected together. Other households, aware of the complexity of operating, let alone
administrating or troubleshooting their networks, produced instructions. Participants
told us that instructions were given to guests, babysitters, and children, to help them
orchestrate the operation of the Stuff in the network. Our participants seemed to
accept this work and responsibility, albeit grudgingly, to reap the benefits of home
networking. In other words, participants produced instructions and reminders so that
they themselves as well as their guests could understand and operate the Stuff that
comprised their home networks.

Although Stuff has been a focus of previous research of computing in the home
[23], home networking brings a new perspective on how householders’ connections
shape devices. Movement, while desired by householders, is constrained by Services,
and the Space Plan. Additionally, the work of connecting devices is outside the reach
of some households and creates a new burden—remembering and explaining the
combined functionality to potential users. For our participants, the home network as a
whole was more than the sum of its parts—an equation that pitted complexity of
dealing with the whole against their own visions of a future with networked services.

5 Discussion: Reconsidering the Layered Smart Home

This paper used Rodden and Benford’s framework [23] (based on Brand [4]) to
examine the relationship between home networking and home infrastructure.
Throughout the analysis we were struck by the need to consider aesthetics in the
design not just of Ubicomp technologies, but in the infrastructure required to support
them. Aesthetics caused our participants to take up challenging projects, notably
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hiding things because of their lack of appeal, even if that meant opening up walls. As
a community clearly we need to consider the role that aesthetics can play in the easy
adoption of the solutions we seek to provide. In this section, we turn to a discussion
of four other themes that emerged as householders engaged with infrastructure. First,
we discuss an ambiguity in understanding the virtual boundaries created by wireless
networks and the need to design systems that help users manage these boundaries
more easily. Next, we revisit the home network control paradox, particularly for avid
network tinkerers, which suggests that householders may need to be supported
through appropriate metaphor and network visualization. We also present a new home
network access paradox arising when children are present in the home that affects the
types of network management systems we design. Finally, we discuss the relationship
between increased householder responsibilities for home networking and how
wireless networking and external service providers may help ease the burden of
networking the home.

5.1 Re-placing Site Space: Exploring Physical and Virtual Boundaries

Focusing on Site highlighted a mismatch between physical and virtual boundaries.
Physical Site boundaries are, according to Brand [4], the most immutable of outlines,
being the least likely to evolve over time because change requires working with
governmental agencies to have lines redrawn. By contrast, wireless networks
presented our participants with new ways of considering their and other households’
Sites by being able to bleed over physical boundaries.

Our participants had mixed responses to what it meant to have a virtual Site to
manage. Some did little to prevent others “trespassing” onto their virtual Site, taking
advantage of the resources on offer in that other Site but others sought a variety of
technical solutions. One was to share their virtual Site, but protect their own access by
using technologies such as VPN. Another was to attempt to erect boundaries, akin to
virtual fences, using WEP and MAC controls. Finally, we found people who seemed
unaware of the implications of this potential mismatch, or that they were creating a
new Site, one that was accessible in ways that their physical Site typically is not.

One interpretation of this observation concerns security. Clearly, the difficulties
that some of our participants had in using security to establish and manipulate virtual
Site boundaries—not to mention the fact that even if they did use WEP, they had not
technically secured their network [l]—speaks to the need for usable systems.
Ubiquitous computing for the masses presses particularly on this because the types of
applications proposed often contain potentially sensitive data; for example, household
rhythms tracked by sensor networks could reveal appropriate times to rob a home, or
health data transmitted to the doctors office could expose illnesses—exposure being
particularly serious if it reveals that a householder has a socially stigmatized disease.

However, another argument suggests that designs that treat virtual and physical
Sites as equal exclude other possibilities. Another interpretation of our findings is
that Site concerns speak to another debate, the re-placing of space [9]. Physical Site,
grounded in a set of practices about land management seemed natural to our
participants—taken for granted as a consequence of a long-ago institutionalized set of
governmental arrangements—thus lending themselves to an interpretation of space as
a “fact”. By contrast, Sites created by wireless networks did not have this property.
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Instead they produced mixed responses, some seeking to erect walls and some not
minding if others used their networks, suggesting that the virtual Site has not become
as solidified in people’s and practices. Indeed, we would argue that the ambiguity in
interpretation of “appropriate behavior” in a virtual Site was even more pronounced
among those participants who created their own fences while simultaneously
exploiting the lack of boundaries around other’s wireless networks.

Like others who have explored occasions where multiple interpretations exist [11],
this ambiguity presents an opportunity for Ubicomp designers and we should perhaps
not rush to constrain the virtual to the physical. As Dourish [9] argues, technologies
present an opportunity to reconsider our spatial experiences and—for ubiquitous
computing—this offers a possibility to explore how we might leverage wireless
technologies to help people reconsider what their virtual Site contains. But, solutions
that allow people to manage security, while not binding the virtual to the physical,
will likely involve creating applications that give end-users a degree of choice in
whether to, and if so, how, secure and bind their wireless networks. This calls for
further work to understand what types of choices ought to be provided, and how to
offer them to end-users in meaningful ways. In addition to partnering with usable
security researchers, as a first step, we suggest considering questions of Site and
spatiality, something that Rodden and Benford’s [23] framework supports.

5.2 Managing Networked Stuff: Revisiting the Control Paradox

In a seminal study of family life in a smart home, Randall [22] identified a control
paradox (also suggested by [8]). Simply put, the smart home’s systems for
controlling the lived experience were so complex that some, if not all, of the
householders experienced a lack of control along with an intense frustration. Even
the simple functions such as turning lights on and off required complex manipulation
of menu-based systems with householders being irritated and uncertain whether they
could in fact complete their task.

In our participants’ homes, we observed phenomena that suggested a similar type
of control paradox, in this case a control of network paradox. On home tours, and in
the spaces where we interviewed people—although sometimes they had been tidied
away prior to our arrival—we observed evidence of multiple remotes. We also
learned about and noticed maps and instructions to support the manipulation of
systems. These mechanisms suggest that the control paradox exists in “normal”
homes, and as we learned, people respond through persistence in use and by creating
a number of representations that explained the network to them.

We also saw a difference between Randall’s control paradox and some of the ones
that we encountered. In particular, some of our participants’ networks seemed to be
in a continual on-going project state. Attempts to upgrade and refine the network
often seemed to lead to further projects. Intriguingly though, when we asked about
these projects, we were sometimes left with an impression that some householders
saw the home network as a Do-It-Yourself project. The lack of control that resulted
when the project was on-going (sometimes spanning weeks, while the householder
did not have leisure time to continue working on the project) led to a certain lack of
control that appeared self-inflicted, and based on a desire to explore home networking
recreationally. We suggest that these projects constitute part of the nascent
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Digital-Do-It-Yourself (DDIY) culture that will likely exist for the network
infrastructure as it already does for the physical infrastructure [12]. And although
DDIY-ers do not represent all potential consumers of Ubiquitous computing
technologies, they raise questions. For example, what does it mean that the systems
that we design will be potentially altered, upgraded, and implicated in projects that
restructure the home network and its services? Ubiquitous computing systems are
typically designed from end-to-end, as whole solutions implemented to solve a
particular problem. But, when they enter certain environments, they may be
disassembled, rearranged, and partially upgraded. How do we account for this in our
design process?

Irrespective of whether our participants engaged in DDIY, we saw people coping
with control by generating representations—notably maps and instructions. But these
representations were woefully inadequate for dealing with many aspects of the
“seeing” that participants desired in order to make their home network work. They
did not have representations that allowed them to see obstacles inside the Structure, or
the ability to see the Services offered to their home, let alone the ability to map
between their virtual and physical Sites. We see opportunities for reconsidering
representations, and in particularly designing new types of network visualization that
are householder-centric rather than technologically-centric. Today’s network
visualizations target network administrators, as opposed to home users, resulting in
systems that focus on specialized network-technical details [27]. Taking a household-
centered approach, we would argue that exploration of the control paradox through
the perspective of layers suggests a variety of complementary visualizations that
could support home networking. Visualizing the physical Structure of the home,
creating maps that show the range of wireless devices (based on signal type) and
representations that support roll-back to previous network states would all increase
householders’ sense of control. But, we also see the need to understand what types of
metaphors would make the most sense to householders, and suggest a need for further
research to understand what metaphors could be leveraged.

Beyond representations, control speaks to what it means for the network to work or
not. Specifically, networked Stuff adds a dimension of complexity, transforming the
network into something that spans the Services and Stuff layers, because it requires
devices to provide service to the applications on it. So, unlike Service level failures—
electricity and water outages—the network itself, not the applications on it, could
partially fail if one device ceased to work. These partial failures, of Stuff in the
service of Service, were particularly troubling for participants to diagnose and repair,
but all speak to what it means to control the network.

5.3 Space Plan: Introducing the Access Paradox

Our study suggests another paradox related to access to the network. Our
examination of Space Plan showed that in homes with children the Space Plan and
home network interacted to simultaneously increase and decrease access to content.
Adult participants in our study described how their network allowed them to
reconfigure their use of space increasing their opportunities for networked-based
activities from a variety of rooms within the home, such as the kitchen.
Simultaneously, these same adults described two types of restricted access that turned
on manipulating the Space Plan—and the behaviors appropriate or possible within
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that—in conjunction with the home network. First, they described carving out a
private space for the consumption of sensitive media, such as films deemed too
violent for children. In this case, the home network again supported a redirection of
activities, out of public spaces and into more private ones. Second, they described
using the Space Plan to restrict their children’s access to and use of the very content
that the home network provided. By disconnecting machines from the network that
were in isolated parts of the Space Plan, and by placing connected computers in
public settings such as the kitchen, adults described how that provided them a sense of
control over the access that their children had to the Internet in particular.

Contrast this with some visions of Ubiquitous computing, and the networks that
support it, that tend to emphasize increased access. In homes with children, increased
access is not always desirable, instead the ability to control and manipulate access is
desired. In some cases, this might be possible by simply disconnecting devices, but
when that is not the case, we need to be open to the design of systems that can be
virtually disconnected (which again speaks to a relationship between Ubiquitous
computing and the usable security community).

Beyond access controls, Space Plan highlights the relationship between technical
and social infrastructures. This has been commented on before with a focus on
particular devices in rooms (e.g., [2,6,20]). Our study suggests that the home network
is also implicated in this relationship and must be deeply considered to both provide
and facilitate content provision while simultaneously restricting access. In particular,
the home network is technically neutral, providing the possibility of access
throughout the Structure and Site, but it is the Space Plan that seemed to highlight and
shape the access paradox. In particular, the householders’ manipulation of the Space
Plan framed their decisions about access. We suggest that this insight offers an
opportunity for reflection by the Ubicomp community. How will Space Plan shape
the ways in which householders seek to adopt and use, or restrict and deny, access to
systems based on their presence in various rooms of the home? Minimally, we argue
that considering these questions in the deployment of systems in homes, particularly
those with children, may yield implications for the results of these experiments.

5.4 Service and Responsibility, Structure and Wireless

The Service and Structure layers also spoke to issues that we wish to revisit. The
Service layer revealed a changing shift in responsibility. In comparison with Brand’s
description of this layer—one where external parties made changes, and thus guided
its evolution—we observed a greater degree of household responsibility for designing
and delivering the Service of the home network.

One reason why participants took up the work of designing the Service was that
they told us that they did not trust external parties. External service providers had not,
in the eyes of our participants, yet reached the stage where they were able to design a
home network that met our householders’ needs. One explanation of this situation
relies on a temporal argument that some people, our participants, at least in this
region, at this time, have such “cutting edge” expectations of what a home network
should be that they cannot find an appropriate contractor. This suggests that in time
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the situation could change and eventually outside sources will be sufficiently
sophisticated to make modifications to the Service layer—retrofitting houses for
Ethernet and so forth with the technical ability required to produce home networks for
complex and varied needs (although, as Shehan and Edwards observe there are
downsides to this particular approach [27]). But, if this is the case, then the Ubicomp
community might take heed of, and potentially encourage the emergence of these
outside service providers, to ensure that they enable ubiquitous computing services.
Further, the evolutionary properties of home networking suggest that the external
service providers will also have to evolve their services to meet the demands of the
changing home network or supply enough access that householders can do this work.

Another potential explanation is that responsibility is permanently shifting for this
layer. Outsiders will not emerge to provide Service, and householders will either
develop their own knowledge and skill, or be unable to have home networks. This
latter argument poses significant challenges for the Ubicomp community—if a class
of people cannot or choose not to accept this responsibility for Service, and if external
providers do not fill the need, or if their services are not largely affordable—we have
a situation where our user base is the manifestation of the next digital divide. This
divide would be based on financial and technical literacy needed for home networking
Service and all the applications it makes possible.

Into this mix comes the hope of wireless technologies. Within this study, we
observed participants using wireless technologies to work around the constraints and
complexities imposed by interactions between wires and virtually every layer of the
home. Yet, we were surprised to find, despite wireless, there was an enthusiasm and
need for wired solutions. Participants spoke of reliability, speed and security as
reasons for wanting wires. Further, participants showed us legacy equipment that was
not ready for (or ever would be) for wireless solutions. Old computers, and favored
AV equipment such as receivers and amps, ranged in ages by as much as decades.

Again, we can view this as a temporal anomaly and assume that with time, the
oldest of machines will be out of the house, and the new so-called “old” machines
will be running 802.11b wireless technologies. One problem with this argument is
that by the time this occurs, there is a distinct possibility that the newest of
technologies will no longer support that wireless standard. More generally, wireless
hints at a problem that the age range of technologies, that are not as uniformly new as
those found in the workplace, presents challenges for the types of systems that the
Ubicomp community seeks to design.

6 Conclusions

We used Rodden and Benford’s framework [23] to explore the relationship between
home networking and home infrastructure. We discussed four themes: an ambiguity
in understanding the virtual boundaries created by wireless networks, the home
network control paradox, a new home network access paradox, and the relationship
between increased responsibilities and the possibilities of wireless. More generally,
we offer this research as a starting point for discussions within the Ubicomp
community about for whom and how the home network will be designed.
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Abstract. Robots have entered our domestic lives, but yet, little is known about
their impact on the home. This paper takes steps towards addressing this
omission, by reporting results from an empirical study of iRobot’s Roomba™, a
vacuuming robot. Our findings suggest that, by developing intimacy to the
robot, our participants were able to derive increased pleasure from cleaning, and
expended effort to fit Roomba into their homes, and shared it with others. These
findings lead us to propose four design implications that we argue could
increase people’s enthusiasm for smart home technologies.

Keywords: Empirical study, home, robot, intimacy.

1 Introduction

As robots enter the domestic sphere in the form of pets, caretakers, and vacuum
cleaners, a growing body of research argues the need to make robots fit into people’s
lives [5,7,12,22,31]. Yet, far fewer studies have sought to empirically understand
(with the exception of [11]) whether robots change domesticity as people adopt them.
In this paper, we address this omission by reporting the results of our study of one
type of robot (iRobot’s Roomba™ shown in Fig. 1) to learn whether, and if so, how,
householders responded to their presence. What we learned suggests that people do
form strong intimate attachments to these technologies.

Studying domestic robots is timely, given globally rising adoption [38], and the
increasing popularity of Roomba itself as evidenced by the media'>. Beyond rising
numbers though, media reports also suggest that people engage in a variety of
practices with robots. For example, an online video recently posted was called
“Caroling Roombas” and featured three Roombas with Christmas hats programmed to
sing and dance®. This story and others like it, reminded us of narratives (in books,
films and comics) that have long existed that portray robots as partners in our lives.
As robots enter homes, now is the right time to understand how householders adopt
them and form intimate relationships. Further, we see robots playing a role in what
some have described as intimate ubiquitous computing [2].

! http://www.wired.com/news/technology/0,59249-1.html?tw=wn_story_page_next1
2 http://www.usatoday.com/tech/news/robotics/2004-08-31-robotics_x.htm

? http://www.mercurynews.com/mld/mercurynews/news/16190006.htm

* http://www.gizmodo.com/gadgets/robots/caroling-roombas-sing-dance-223938.php

J. Krumm et al. (Eds.): UbiComp 2007, LNCS 4717, pp. 145-162] 2007.
© Springer-Verlag Berlin Heidelberg 2007
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This paper is organized as follows. We begin by reviewing literature about
intimacy and emotion within computing, robotics and psychology disciplines. After
describing our methods and participants, we present three themes that spoke to the
nature of the intimate relationships people formed with their Roombas. First, we
learned about participants’ happiness with Roomba because it helped them be cleaner
and tidier. Second, people used anthropomorphic and zoomorphic qualities to engage
with Roomba. Third, people demonstrated their Roomba to others, and went great
lengths to change the home to accommodate it better. We conclude by discussing how
intimacy can inform device adoption and help people to manage unreliability, and by
presenting four implications from this study, concerning the role of form, ambiguity,
accountability and support in the design of domestic ubiquitous computing systems.

i

Fig. 1. Photos of Roomba Discovery™: with and without custom-made covers

2 Related Work: Intimate Relationships with Technology

Various terms have been used to describe close personal relationships with
technology including intimacy, affective quality, and emotional attachment.
According to Bell et al. [2], intimate ubiquitous computing consists of at least one of
three types of intimacy existing: a cognitive or physical closeness to technology, and
feelings of intimacy between people mediated by technology. Others have argued that
objects have an affective quality if they cause changes in a persons mood, emotions,
and/or feelings—definitions typically used to assess intelligent agents [40]. Norman
[26] uses the term emotional attachment to describe how some technologies change
people’s first impressions of, engagement with, and behavior. Finally, Bill Gaver’s
concept of ludic engagement speaks to the playful and unanticipated consequences of
people’s interactions with technology [14].

What all these perspectives on intimacy suggest are strong human-technology
engagements. For our study, Norman’s [26] definition was most useful because of its
particularly detailed description of humans’ relationships with non-human artifacts.
That said, we decided to replace the term emotion with intimacy, because we felt that
the former represented a more limited range of human responses: subjective feelings,
physiological activation, and motor expressions (evidenced by [18]). Our study
hypotheses, based on media accounts of Roomba usage, suggested people’s responses
were inter-personal and social, relying on behavior, intention, as well as emotion.
This realization led us to review the social psychology literature which emphasizes
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relationships with families, partners, society and so forth [17,34]. As one social
psychologist notes, intimacy is “warmth, closeness, and sharing in a relationship”
[33]. Thus, in this research we broadened Norman [26] to include inter-personal and
social, while retaining and using his detailed descriptions of engagement with
technology to examine relationships people form with their Roombas.

Reeves and Nass [24,28] did early work on intimacy in computing, finding that
people ascribe human qualities to machines such as gender, ethnicity and politeness.
Other research has explored intimacy in web sites, games, and intelligent agents
[1,21,35,40]. Despite differences in technologies, these studies have a common
theme: intimacy leads to greater acceptance of technology and perceived usability.
Further, Venkatesh [39], found that intimacy plays a crucial role in the acceptance of
domestic computational technology. Others showed that if software or intelligent
agents were designed with anthropomorphic/zoomorphic qualities, it increased system
acceptance [16,35]. These results convinced us of the need to understand intimacy—
to facilitate the experience of domestic ubiquitous computing.

In robotics research we also found accounts of the potential for intimacy to exist
between people and robots. Dauntenhahn’s [7] survey of the social roles people would
like robots to take, found that 70% of the participants wanted them as companions.
Building on this study, others have designed companion robots for entertainment,
assistance to the elderly and handicapped, education and everyday tasks [6,8]. Studies
have shown that Sony’s entertainment AIBO—with its dog-like form and Al-based
software—did encourage intimacy, particularly among children who treated the
robotic dog like a pet (more so than traditional stuffed toys) [12,19,23]. A study of
PARO, a robotic baby seal found that it enhanced elders’ quality of life in nursing
homes and enhanced children’s rehabilitation [20,32].

While entertainment and nursing robots are known to encourage intimate
relationships, less is known about whether that’s possible with service robots like
Roomba. This omission is surprising given the range of service robots that exist to
support vacuuming, mopping, guarding, lawn mowing and ironing. However, Forlizzi
and DiSalvo’s [11] seminal ethnographic study of Roomba suggests that it is possible.
In addition to learning that Roombas change families’ cleaning patterns and physical
home arrangements, they saw people developing relationships with Roomba by
naming and ascribing personality traits to the device. We built on this work in two
ways. First, by focusing on intimacy exclusively, we sought to deepen the knowledge
of naming and personality practices associated with Roombas, as well as to look for
other signs of intimacy. Second, rather than giving Roombas to our participants, we
recruited “natural” owners, to see whether these traits held for people who had
adopted them outside a study setting.

In conclusion, related work suggests that people can and do form intimate
relationships with technologies, including Roomba. In the remainder of this paper we
report the results from our study that sought to examine how intimacy manifests itself
in the case of a service robot—Roomba. In the next section, we describe our methods
and participants, before turning to the results, and the design implications that arise
from our findings.
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3 Study Design

Our study consisted of two empirical research steps: collecting written discourse from
an online Roomba forum and interviewing current Roomba users who we recruited
from the forum. We used the forum postings to identify Roomba enthusiasts who we
followed up with for interviews. By focusing on a forum, we recognize that our data
may not hold true for all Roomba owners—but we were most interested in the
enthusiastic owners, the ones who had established intimate relationships with their
robot. We suggest that studying this group provides unique insights into the properties
and features that a robot might need to help people connect with it.

3.1 Methods

We began by collecting postings from a publicly accessible Roomba forum—
roombareview.com. We collected postings from 137 message threads, which came to
a total of 760 discrete messages. Analyzing those 760 messages, we found 188 that
contained at least one description of an intimacy towards Roomba (based on our
revision of Norman’s [26] theory of emotional attachment). In addition to confirming
our hypothesis that Roomba owners (at least those on roombareview.com) had strong
bonds with their robots, the postings helped us understand the types and range of
practices that we thought constituted intimacy, which guided our interview design.

We also used these postings for screening participants to find those who self-
expressed (without us asking) strong ties to their Roomba. The online posts helped us
customize our interview questions to fit the circumstances of each user (e.g., multiple
vacuums, type of Roomba and so forth). Also, we used these online posts to confirm
the data that we collected from the interviews.

After a pilot phase to refine our interview protocol, we conducted interviews with
30 people in the United States, United Kingdom, Finland, and Austria. We conducted
18 interviews via the telephone and sent 12 participants the guide via email, which
they filled out and returned. Although we preferred phone interviews, we used email
because some participants preferred not to use the phone citing privacy and security
reasons (in the US) and being too busy (Austria). While we recognize the richness of
face-to-face interviews, roombareview.com participants did not live locally to us, and
we saw advantages to having international participants who allowed us to reach
beyond regional and cultural differences. In each interview, we focused on three main
themes. First, we asked about Roomba demographics: model types, number owned,
and where and how often each robot was used. Second, we asked people whether, and
if so, what they named their Roomba, whether they ascribed gender and a personality
to it. Third, we asked participants to describe the advantages and disadvantages of
owning and using Roomba and their opinions on potential improvements. We closed
the interview by asking participants for some demographic information.

Two researchers coded the data looking for themes related to intimacy by
following Friedman’s et al.’s [12] description of their analysis of online AIBO
forums—which was focused on understanding people’s relationships with robots.
Friedman et al. [12] offer five categories which emerged in people’s descriptions of
AIBO: technological essence, life-like essence, mental states, social rapport, and
moral standing. Beginning with these categories, we conducted a top-down analysis
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of the roombareview.com postings. First, we tried to list all relevant postings under
the five categories. To accommodate differences between AIBO and Roomba we
extended categories to create more coherent groupings of postings. We iterated on this
process when analyzing the interview data. The categories from the online posting
analysis guided our top-down analysis and led to the final set of themes. Our analysis
of the interviews relied on the phone interviews, because the email replies did not
contain as much overall detail. However, the emails did provide supplementary data
when counting frequencies (e.g. how many people named their Roomba). Hence, the
quotes and observations described in this paper mainly come from the phone
interviews.

We present our results organized around three themes that spoke to the nature of
the intimate relationships people formed with their Roombas. First, people spoke of
happiness with Roomba because it positively changed their attitude toward cleaning.
Second, people used anthropomorphic and zoomorphic qualities to engage with
Roomba. Third, people valued their Roombas and consequently took pleasure in
demonstrating it to others and by changing the home to accommodate it better.

3.2 Participants

Among our 30 participants, all owned at least one Roomba: 18 owned just one, nine
owned two, and the remaining three owned three, five, and nine (with two more being
shipped) respectively. The average length of ownership among our participants was
10 months, varying from one week to five years.

Our sample, to the best of our knowledge, was fairly gender balanced with 16 men
and 14 women who ranged in age from 27 to 76 years. Six participants were in their
20’s and seven were in their 30’s, while 12 participants were in their 40’s. We had
one participant in their 50’s and 2 participants each in their 60’s and 70’s. Eight of our
participants were single, and four of those people owned pets. The remaining 22
participants came from households where they lived with a spouse or a partner. In
these households, 8 families did not have children or pets, 5 families had children but
no pets, 5 families had both children and pets, and 4 had pets but no children.

Our participants had a wide range of technical expertise based on the self-reports of
their education, professional backgrounds, and their experience with technologies (we
asked about latter to see if any of our participants were self-taught technology
enthusiasts). Twenty-six of the 30 participants had college degrees, while 13 had
majored in science and engineering related degrees, such as mechanical engineering,
computer science and electrical engineering. Our participants had diverse professions
including lawyers, full-time homemakers, software engineers, a nurse and a hair salon
owner. Finally, 13 households owned robots other than Roomba, such as Scooba,
AIBO, Lawn Mower and humanoid robot toys (i.e., Robosapience).

What all of our participants shared in common was an enthusiasm for their
Roombas. We recognize that this may not hold true of all Roomba users although the
thriving businesses surrounding Roomba such as the production of costumes suggest a
bigger market than the self-identified enthusiasts of the Roombareview.com could
sustain. That said, we were intrigued by this sample of people who had managed to
develop a strong bond with their Roombas. In particular, we wanted to learn what it
took to achieve the bond and what it possibly means for ubiquitous computing.
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4 Manifestations of Intimacy

In this section, we describe findings that show how our participants established and
maintained intimate relationships with their Roombas. Specifically, we present
themes focused on changing attitudes towards cleaning, using life-like associations to
engage with Roomba, and valuing the robot enough to demonstrate it to others and
change the home to accommodate it better.

4.1 Feeling Happiness Towards Roomba

Some social psychologists [17,34] argue that intimacy increases happiness and
satisfaction with life. We found this type of intimacy for some of our participants.
They were elated that house cleaning no longer required manual labor, and even
described vacuuming as changing “from a drudgery to a happy thought”. We sought
to understand what might have caused this change in perspective towards cleaning,
and turned to sociological literatures on housework [29,30]. These literatures argue
that as house size has increased and maid/servant labor declined, the women
responsible for cleaning (increasingly engaged in paid-labor themselves) found
themselves in a dilemma. Either they took more time to clean, or they simply cleaned
less—leading to negative feelings associated with vacuuming including guilt [30].

By contrast, and possibly one reason for happiness, our participants described a
noticeable increase in their standard of cleanliness since adopting Roomba.
Participants told us that they could see that there was less pet hair and dust, which
made them feel confident and comfortable inviting guests into their house. In addition
to simply being motivated to run Roomba more frequently than to vacuum, our
participants also spoke of a desire to keep Roomba running smoothly which itself
involved being tidy. For instance, three of our participants told that they tended to
pick objects up off the floor because small items could harm Roomba. Another
householder expressed happiness because his children now picked their toys up off
the floor voluntarily before going to sleep, knowing that Roomba would clean the
floor early in the morning. Further, he described that Roomba helped the whole
family become neater. In his words:

When we know the Roomba is going to be cleaning the next day, we don’t
want that stuff to get in the way so we tend to put things away more. |
think its kind of forcing us to be neater people.

The happiness generated by Roomba also seemed to compensate for the extra work
required from the robot. Like other domestic technologies [6,7], Roomba did not save
householders’ time and labor because it both took time, and also created monitoring
and maintenance tasks. Participants described that cleaning with a Roomba took
longer than with a traditional vacuum cleaner—albeit in smaller chunks—because of
the need to move the machine around the rooms of the house. They also described
new cleaning tasks: monitoring and rescue. For example, participants told us about
their Roombas getting stuck underneath chairs or trapped in the bathroom. Indeed
some householders described monitoring the robot in order to “rescue” it from danger.

This monitoring and rescue work also generated surprising responses among our
participants. For example, instead of complaining about the extra work, they often
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told us how they “worried” and “felt sorry for” the robot when it was in danger or had
gotten stuck. They also characterized the monitoring process as a form of
entertainment, watching and wondering whether Roomba would avoid obstacles.
Cleaning almost sounded like a spectator sport.

Another new task was to clean the robot itself. Participants described how brushes,
bins and motors needed cleaning to remove the fine dust that might corrupt the
sensors and affect Roomba’s function. The majority of our participants performed this
(approximately 15 minute) task most times they used the robot. This task was the only
one that our participants complained about having to do, but unilaterally they
preferred this task to that of manual cleaning.

For some, the happiness and joy of using Roomba changed their entire outlook on
cleaning. Some preferred and even insisted that what they did with the Roomba
should not be described as vacuuming. For example, a male participant explicitly told
his friends that he was playing with a robot rather than saying, “I am vacuuming my
house”. Another participant shared his experience of getting upset when he saw
Roomba being advertised as a vacuum cleaner in a store. His argument was that the
label “vacuum cleaner” does not provide an appropriate description of Roomba.
Interestingly we note that it was men who were more likely to characterize
experiences with the Roomba as being something unlike vacuuming, an activity
typically associated with women. However, we do not have sufficient evidence to
fully explore the gendered implications of these comments.

Roomba seemed to make our participants very happy. They recounted experiences
monitoring, rescuing and watching Roombas. Also, they talked about the positive
benefits of a cleaner house and described how they enjoyed seeing other and new
householders participating in the cleaning activities. As one participant put it,
Roomba seems to sit “somewhere between a pet and a home appliance” which we
turn to in the next section.

4.2 Lifelike Associations and Engagement with Roombas

Breazeal [4] argues that one form of affection that people can show to robots involves
ascribing anthropomorphic/zoomorphic characteristics. We saw ample examples of
this in our study. We conjecture that people’s ability to anthropomorphize and
zoomorphize helps them value Roomba high enough to treat the robot as a trusted and
dear object. For example, one of our interview questions asked, ‘what does Roomba
mean to you?” Responding to that question, we found that people expect the domestic
robots to become companions (also observed in [7]). The majority of our participants
described Roomba as some form of household companion with lifelike properties,
such as “a helpful assistant”, “a pet-like being” and “a valuable family member”.
Perhaps somewhat extremely, three participants actually listed their Roombas
(including their names and ages) as family members when we asked them to provide
demographic information about members of their household.

Another prevalent anthropomorphism was the description of personality. Eighteen
participants felt that Roomba had intentions, feelings, and unique characteristics. One
participant who owns two Roombas and one Scooba felt that each unit had a unique
personality although he was well aware that technology had not advanced that far:
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Mine, I feel they are different... For me how they look, each one has
certain different behavior. And I know definitely they have a same
firmware or a similar firmware so the difference should not be much but
ah, for example, my discovery, he’s more crazy. He runs into things and
sometimes and goes into different places he should not be going to. And
the scheduler he’s more like refined. He knows what he’s doing.

Like this participant, Norman [27] argues that movement helps people perceive
robotic objects as lifelike. Most of our participants latched onto the randomness of
Roomba’s movement—generated by an algorithm designed to promote Roomba’s
passage across all sections of the space being cleaned—as being something that
triggered an expression of personality. Some people told us that behavior such as
getting stuck on particular furniture, constantly missing a certain spot, or bumping
into the same wall was part of their Roomba’s personality. Our participants saw these
behaviors as different from the routine movements of machines, and consequently it
seemed akin to the unforeseen actions of humans. Participants also used sound as
another signifier of personality, using descriptions including “energetic and spirited”.
In actuality, Roombas make a series of sounds to communicate the start and end of
their cleaning cycles, as well as communicating success, failure and repairs required.
None of these sounds are human (taking the form of beeps instead).

Breakdown and repair were other occasions for people to anthropomorphize about
their Roombas. After sending Roomba to be repaired, some participants expressed
surprise at their own grief, describing Roomba being “dead, sick, or hospitalized”. For
example:

We did a non-warranty exchange and it was emotionally...it’s interesting
that ‘Spot’ was not actually just a robot; it was a....we had some real
reservation knowing that we are going to send this one back to the
company and we are going to get a different one back.

Scherer [15] argues that intimate feelings determine whether people will engage in
social interaction. In our study, we learned that people communited with their
Roombas by greeting, praising and reprimanding them. For example, one participant
described how he reprimanded his Roomba and Scooba when they nearly collided in
the kitchen, and how much he was surprised by his own reaction that he treated robots
as somehow alive and able to respond to and absorb his admonishment. This echoes
other research that shows that people apply social norms and rules to intelligent
technology [24,28,31]. In our study, the social norms that most frequently arose for
our participants who viewed Roomba as life-like were giving names, a gender, and a
status within the family to the robot.

Surprisingly to us, 21 out of 30 householders told us that they gave names and
nicknames to Roombas. Although many of our participants could not explain their
motivation behind this action, they reported that it seemed natural, and that Roomba
“deserved” a name particularly considering the benefits the robot provided. Some
people also explained that they need a name to call Roomba since it was a frequent
topic of conversation among family members, or as a way to distinguish a particular
unit among multiple robots.

In all cases, naming involved much thought and consideration, and often resulted
in explicit decoration or engraving onto the firmware itself. In one household, the
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family members put their favorite names into a hat and selected a winner as a way of
deciding between competing entries. Other householders decided on a name before
the Roomba arrived. Many people draw on their favorite sci-fi or other movie
characters. We also learned that people changed the names of their Roombas over
time. For instance, one household changed the name of their Roomba from Robocop
to Aarnold (not “Arnold”) after the Terminator because the latter seemed to be a
better fit to the personality of their robot. This shows that the householders evolve
intimate relationship with their Roomba. In another house where they could not find a
name that everyone liked, Dad had called it Fred and the children had called it R2D2
(after Star Wars character) while Mother used both names, calling it by the preferred
name of the person that she was talking with.

However, naming was not always a barometer of intimacy. One of our participants
told us she did not name her Roomba because she felt the name “Roomba” already
expressed the nature and personality of the robot well enough. Instead—and in a sign
of what we would suggest is intimacy—she typically referred to it in more
sentimental forms. For example, in her words:

I can’t imagine not having him any longer. He’s my BABY!!...When [
write emails about him which I've done that as well, I just like him, I call
him Roomba baby...He’s a sweetie.

Also, reflected in the quote above was an ascription of gender to the Roomba. In
fact, 16 participants told us that they talked about Roomba in gendered terms. While
we saw both genders being used in online discourse, all of our interviewees described
Roomba as male. While some participants were very careful not to address Roomba
as “it” because of their sense that Roomba was more than just a machine, most of the
people who used “he” interchanged that pronoun with “it”.

Our participants also explained how they had decided Roomba’s gender. They
described its masculinity as coming from its shape, color and a preconception of
male-dominance in the realms of technology and machinery. The last reason, that
of ascribing gender based on a sense that men have dominated the history of
technology—and perhaps especially in the area of robotics—speaks to what we might
term the “genealogy of technology.” By technological genealogy we mean that people
seem to make sense of new technologies by drawing on their historical knowledge of
similar objects. We also found some more unusual reasons. The gender of one
Roomba in this study came from the person previously in charge of the manual
vacuuming, a man. By contrast, two female participants explicitly told us that they
referred to Roomba as “he” because they liked the idea of having a man do the
cleaning for them.

In conclusion, our participants engaged their Roomba by ascribing it life-like and
social characteristics. Many saw their Roombas as somehow cognitive and physical
as well as having a personality, name and gender. This in turn helped them engage
sufficiently so that they could talk and write about it, through which we argue, they
formed a relationship with their robots.

4.3 Valuing Roomba: Promoting and Protecting It

In this section, we discuss another dimension of the intimate relationship that people
formed with Roomba—one associated with feeling that it was of such value that they
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wanted to promote to their friends and colleagues, and also protect it by making it
welcome in their homes. Our participants demonstrated how valuable they felt
Roomba was by telling us how they recommended it to other people. All of our
participants have shown Roombas to visitors in their homes, irrespective of whether
their guests are adults or children, which extensively implicates whether or not they
have the purchasing power. Also, they have extolled the virtues of the Roomba to
close friends and their extended family. For example, one participant told us about
writing email and talking about Roomba on the telephone to friends and family, and
many have even purchased Roombas as gifts.

In addition to encouraging others to purchase Roombas, some of our participants
had made their own acquisition after seeing it in someone else’s house. For example,
two female participants purchased their Roombas after they saw the quality of its
performance in their neighbor’s home. Another participant said that she received the
robot as a gift from her adult son. Our participants lead us to believe that Roomba
adoption by word of mouth is how a healthy percentage of people come to own these
technologies. One participant described his own promotional work:

(I have taken the Roomba to my parents’ house to show how well it
works) Anyway, my parents ended up buying 2..., their next-door
neighbor bought one, and my aunt bought one. Now my brother is looking
to buy one.

Beyond local promotion, particularly within families, we also encountered owners
who had taken their Roomba to work and to their vacation homes. In addition to
potentially using it, particularly in the latter setting, these participants described
showing it to their colleagues and holiday neighbors. Our Finnish participant worried
about sales in Finland, and made a video of her Roomba, and sent to her local
distributor to help them promote the technology. Another participant offered
Roombas as prizes in a business-based competition she ran, for which she received a
number of entries.

The strength of the relationship that our participants felt with their Roombas not
only encouraged them to promote Roomba to others, but also motivated them to
modify their living environment to accommodate the floor vacuum. Twenty-seven of
the 30 households we spoke with had made changes to their houses to accommodate
Roomba. This is known more widely as “Roombarization”.

Roombarization consists of a variety of activities. For example, participants
described raising the wires off the floor in order to prevent Roomba from “choking”
on them. Others talked about moving furniture around so that Roomba could navigate
through their house without getting stuck. Some of our participants learned
Roombarization techniques through trial and error after watching Roomba navigate
and get caught, such as raising the height of chairs to let Roomba pass underneath.
But, surprisingly, some people configured their homes prior to Roomba’s arrival.

In a few cases, we learned that Roombarization could bring drastic changes to the
home. One of our participants told us that she threw away her rug in the living room
because her Roomba kept “getting frustrated” with the length of the shag, getting it
caught in its brushes. Another participant taped down the entire tassel on the carpet
every time he ran the robot. Also, we had a participant who replaced the old
refrigerator with a new one that had enough space underneath for Roomba.
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Although these last descriptions may seem somewhat extreme, the majority of our
participants had done something to accommodate Roomba. Roombarization appears
to be a vital part of the adoption process, and our participants all tried hard to make
their Roombas fit into their domestic environment. Many reported spending time
following Roomba during its initial uses to understand how and where they could
make changes that would better suit the robot. The intimacy that was built during this
process became apparent when a participant raised his concern about taking Roomba
to un-Roombarized environment.

I brought mine ... when I visited my parents soon after I bought it so they
could see if they wanted one. I ended up being very protective of it since
there were a lot of things in their house that it could get choked on or
stuck on.

In this, and the last two sections, we have argued that the Roomba owners in our
study had developed an intimate attachment to their Roombas. These attachments
manifested themselves in a variety of ways. People were willing to take on extra
cleaning and maintenance work in order to make Roomba function effectively—
replacing one form of cleaning for another. Also, our participants saw Roomba as
more than an appliance, and consequently were motivated to ascribe personality,
name, and give their robot a gender. Finally, they wanted to share their experience
with Roomba with others, allowing other people to benefit and share the joys of
ownership.

5 Discussion: The Role of Intimacy in Domestic Appliances

Scholars argue that in human-human relationships intimacy helps people to be happier
and healthier [17]. Our study suggests, as others have found for other types of
computing and robots outside of the service domain, that people seem to be able to
form intimate relationships. In this section, we discuss how those relationships may
inform device adoption and help people to manage unreliability—potentially useful
attributes for ubiquitous computing technologies more generally.

5.1 Visibility and Device Adoption

Within ubiquitous computing and related communities, researchers have begun
discussing what it means for technology to disappear into household routines. Some
researchers [37] question whether perceptual disappearance is the only criteria for
success integration, but others [10] suggest that visibility of a technology’s location
can help adoption. Our study also speaks to questions of visibility and its relationship
to domestic routines and device acceptance.

Our participants described the highly visible presence of Roomba in their homes.
They spoke of loud operational noises generated by its movement, and of light and
sound patterns generated when Roomba had information to communicate.
Additionally, as an autonomous moving device, Roomba was inclined to appear in the
field of view of our participants, their family and pets, as it moved around the home
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cleaning. Indeed, one participant who lived alone told us how he felt a stronger
connection to his Roomba than his Scooba—iRobot’s mopping robot—precisely
because they tended to share the same space. By contrast, his Scooba tended to work
in parts of the house that he didn’t spend much time in, such as the kitchen and
bathroom. In other words, high visibility of Roomba brought comfort to our
householders, which led to easier adoption of the robot.

The adoption of Roomba also changed domestic routines (also seen by [11]). In
addition to the cleaning routines, other activities took place, such as making time to
name, ascribing gender and personality traits to the device, and talking about it within
the family (as well as outside). This was in contrast with other studies of adoption,
particularly those associated with adoption of white-goods (refrigerators, cookers,
non-robotic vacuum cleaners) where we generally saw an emphasis on how much
time and how frequently people engaged in activities associated with these devices.
More broadly, they were coupled to assessments of the ongoing labor associated with
housework. By comparison, our study of Roomba yielded much more information
about social routines with the device rather than tasks performed with the device.
Instead of counting the hours of housework, people talked to us about the
complexities of naming their vacuum cleaner. Further, we would argue that this
suggests an adoption process that is not only different from that associated with
conventional technologies (even potentially computational ones) but also perhaps
more enjoyable and rewarding.

Clearly, future research remains to explore the possibilities for adoption when
people form an intimate relationship to an object. However, our study suggests that
the presence of intimacy opens up new possibilities for how people will incorporate
this technology into their home routines. We also suggest that intimacy might be a
means to explore artful systems [36]—those that couple their support to household
projects in artful rather than strictly functional—as facilitators of device adoption.

Finally, while routines have received considerable attention within the ubiquitous
computing community, the nature of intra-family relationships and their affect on
technology adoption has been less discussed. Family relationships came up
throughout our study; with participants describing how some people adopted Roomba
before others. For example, some participants told us that they were initially skeptical
when their spouses and sons brought Roomba home. Indeed, one participant described
it as an “expensive toy” for her husband. However, after the husband ran the robot a
few times, she told us that on seeing the amount of dust that it picked up, she decided
that it was actually a useful appliance. Further, within a year, that household added
two more robots—another Roomba and a Scooba.

An interesting possibility that we raise here is that while accounts of vacuuming
suggest that it is an activity that belongs to someone, the arrival of Roomba creates
opportunities for a reallocation of responsibility. More generally, many of our
participants articulated a sense of value that the robot created for them in their
cleaning routines. Even though it required Roombarization, the use of Roomba
changed how and what was involved in vacuuming, and people spoke of it in positive
terms. Adoption of the device was not just functional, but also included being a
helpful assistant, entertainment, a pet-like being, and a valuable member of the house.
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5.2 Reconsidering Reliability

In their paper on challenges for domestic ubiquitous computing, Edwards and Grinter
[9] introduce reliability as an issue for this community. Specifically, they argue that
ubiquitous computing systems will likely need to be highly reliable in order to meet
householders’ expectations about the systems they have in their home. Our study
showed that while Roomba users hoped that their robot would be reliable, they did not
expect it to work flawlessly. Further, they took on extra work to increase Roomba’s
odds of working well. For example, almost all the people we interviewed and
surveyed opened up Roomba and cleaned its motors and brushes frequently—in some
cases each time they ran it. They explained to us that they did this work to avoid the
“Circle Dance”—Roomba going around and around in the same spot—which happens
when the sensors are clogged by dust.

Day-to-day then, our participants tolerated Roomba’s potential for flaws, although
they tried to mitigate the possibility of failure through preventative measures. In
addition to taking care of Roomba, we saw lots of other examples of day-to-day
measures designed to keep the robot working. People picked up small items up off the
floor to protect Roomba when it was out on its next “mission””. We heard that this
was not just associated with the person in charge of running Roomba, but in many
cases an activity that other householders participated in. Indeed, people reconfigured
their homes—Roombarization—also to increase the odds that Roomba would
complete its mission successfully.

So, we asked our participants whether this work of picking things up was a burden.
Surprisingly, we heard from people that this work of tidying was a token of their
appreciation for the hard cleaning work that their Roomba did. Some people even
termed this feeling as being the least that they could do given how hard they worked
their Roomba. This raises an interesting question—and something we would like to
explore further—about the relationship between Roomba owners and their vacuum
cleaner. Specifically, the almost guilt-like quality to this relationship makes us
wonder whether it turns on a master-servant dynamic, something that might make
many people today feel uncomfortable. More generally, we think that intimacy—that
sense of a relationship—helps engage people in doing work to change their routines to
accommodate technology. Further, this stands in marked contrast with previous
research that has argued that technology succeeds when it is absorbed into existing
patterns of activity.

We also learned about a different type of reliability—that this happens over the
long-term. For instance, we had a female participant who bought her first Roomba
when iRobot launched its initial product (about 5 years ago). Early Roombas, she
explained, did not last long due to some technical problems. Yet, she told us that she
kept purchasing replacements—instead of being frustrated and ceasing to use this
product. Other participants shed some insight into why this might be the case. For
example, two other women (although we are not sure whether this particular type of
relationship is gendered) explained that “I can never not have one” and more
extremely perhaps “I will always have one until I die”. Our data suggests that forming

> Another example of a technology’s genealogy, iRobot describes Roombas cleaning cycle as a
“mission” speaking to the origin of this robot: the military.
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a strong bond with the technology is possible even in the face of technical issues, and
further might lead people to persist in adoption despite problems.

6 Design Implications

Throughout this paper, we have suggested that there are advantages when people can
develop intimate relationships with technology by which we mean deep ties that
inspire and engage people to interact with and accommodate a system. In addition to
describing the dimensions of this intimacy that we observed in our research, we
discussed how intimacy and adoption and reliability interact. In this section, we wish
to explicitly raise some of the design implications that intimacy raises.

6.1 Form Follows Function?

In the last decade, a considerable amount of research has been undertaken to explore
the possibilities presented by intelligent agents. Whether built in hardware or
software, this research has typically assumed that mimicking lifelike objects such as
humans and animals offers advantages. This assumption has been reinforced through
confirmatory empirical research. For example, the laboratory study of Kismet, a robot
that can express human emotions, found that the lifelike form yielded stronger
emotional responses [4].

However, other research (e.g. [35]) raises an important concern that using a lifelike
form carelessly can decrease people’s intimate responses to the technology. In our
study, we complement but extend this research by showing that a non-lifelike form
can also engender strong attachment. Despite being designed with cleaning in mind—
a low round object that travels underneath furniture to maximize the vacuuming—
Roombas generated strong responses among our participants.

Further, we even found evidence that lifelike forms might be inappropriate for
domestic technologies. For example, one of our participants told us that while he
wanted to buy a Sony AIBO, his wife refused to have a “fake dog” in their home. He
told us that she felt much more comfortable with non-lifelike robotic forms. Many
more participants spoke enthusiastically about Roombas shape; because of its
perceived appropriateness for the job it was designed to do—clean. And, of course,
people were always able to dress and name their robots to “add” lifelike properties.
Minimally, we suggest that a humanoid or animalistic form may not be required to
generate strong responses—which in turn opens the design space of possibilities.

6.2 Intimacy Through Ambiguity

One interpretation of ambiguity for ubiquitous computing is a degree of confusion
that could lead to error [9]. The arguments for simplicity, ensuring that householders
can control their smart homes—and through their lives—abound. By contrast, Gaver
voices different vision of ambiguity as a powerful resource that can promote close
personal relationships fueled by curiosity and engagement [13].

This study supports Gaver’s argument. Our participants described delight in
following Roomba, trying to figure out its algorithm and examining it to learn more
about how the robot worked. Also, like Forlizzi and DiSalvo [11], our participants



“My Roomba Is Rambo”: Intimate Home Appliances 159

told us that they experimented with Roomba, particularly when they first owned it.
For example, one man put dust in front of his new Roomba to see whether it really
vacuumed. Others put multiple Roombas together to see how they would interact—
although Roomba does not do collision detection. And, we even heard people
describing how they let their children and pets ride on their Roomba! We suggest that
ambiguity has the potential to inform the design of engaging smart home appliances,
perhaps even increasing their sense of smartness, by giving them characteristics that
are hard for owners to understand. Further, it puts an interesting spin on the question
raised by Edwards and Grinter [9]: how smart does smart home technology have to
be, if people enjoy ambiguity and through that develop a commitment to a particular
technology? In conclusion, we suggest that exploring ambiguity further, and
potentially adding elements of the ambiguous have much to offer in the design of
ubiquitous systems for the home.

6.3 Intimacy Through Accountability

Researchers like Bell [3], Norman [25], and others argue that technologies should
make their actions accountable. In other words, people should be able to see into a
technology’s process to understand how a system got from start to finish. Our
participants told us that they liked being able to see how Roomba worked. For
example, householders ran Roomba multiple times per day to check how much dust
Roomba picked up. Many admitted astonishment that Roomba picked up lots of dirt
(possibly from areas difficult to get at with a traditional vacuum cleaner) when first
used. This astonishment has evolved, over time and with regular use, to a sense of
comfort and relief that the amount of dust decreased. Most spoke explicitly about how
seeing the dust made them aware of the fact that Roomba was really cleaning their
homes, and they spoke of valuing the robot’s performance.

The exploration of state as a mechanism for accountability, we suggest, has much
to offer in the design of domestic appliances. In addition to showing the current state
of the system, Roomba’s ability to “show” how the dirt situation was changing over
time, provides an example of how people enjoyed being able to see change over time.
We recognize however, that achieving these trades off against the potential for
ambiguity is a topic open for further exploration.

6.4 Intimacy Through Support

Scholars have had a long-standing interest in the social implications of domestic
technology, studying among other things such as privacy, gender, ownership patterns
and societal expectations of usage [9,36,39]. Our study suggests that for some,
Roomba changed cleaning from an individual act to a household activity with people
participating in aspects of using, maintaining and caring for Roomba. Further, it was
clear that cleaning was a topic of conversation by using the names in discussion and
showing Roomba to people outside the home.

One significantly change, we heard, was the increase of support. For example, a
woman told us that she felt comfortable to invite her friend with an infant over
because the floor was hygienic enough for the baby to crawl on. Roomba supported
her by helping her have a house that was hygienic. Other people told us that Roomba
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helped them by doing work that they couldn’t easily do, which was pronounced
among people whose physical injuries made cleaning difficult. Finally, one
participant described support that comes through independence. In this case, he was
disabled, and by using Roomba he no longer needed to ask his mother to clean for
him. We suggest that ubiquitous computing in its agenda of providing technologies to
support treatment and care, should consider the implications of support not just on the
individuals that are affected, but also on the ways that they will in turn influence the
relationships between technology and people.

7 Conclusions

In this paper, we built on and extended the seminal research conducted by Forlizzi
and DiSalvo [11]—who reported engagement between people and service robots—by
exploring the nature of these intimate human-robot relationships. Our goal, in
exploring these relationships by people who have formed them “in the wild”, was to
understand what the strength of those bonds had to offer ubiquitous computing
researchers interested in providing householders with rich, meaningful, engaging, and
long-term relationships with the systems.

We found three themes that spoke to the nature of the intimate relationships people
formed with their Roombas. First we learned about how householders feel happiness
toward Roombas for helping them become neater. Second, people used life-like
associations to engage with Roomba. Third, people valued Roomba enough to
promote to others and to change the home for better accomodation. We conclude by
discussing how intimacy can inform device adoption and help people to manage
unreliability, and by presenting four implications from this study concerning the role
of form, ambiguity, accountability and support in the design of domestic ubiquitous
computing systems.

We offer our findings as the beginning of what we hope will be a much longer
discussion within this and other communities that focus on understanding the depth
and richness of the ubiquitous computing experience. Further, as the service robot
industry continues to grow, and people increasingly adopt robots to help them manage
aspects of their housework, we see the need to consider robots as a feature of the
smart home of the future, and therefore a part of the ubiquitous computing agenda.
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Abstract. We describe a novel method for symbolic location discovery
of simple objects. The method requires no infrastructure and relies on
simple sensors routinely used in sensor nodes and smart objects (accel-
eration, sound). It uses vibration and short, narrow frequency ’beeps’
to sample the response of the environment to mechanical stimuli. The
method works for specific locations such as ’on the couch’, ’in the desk
drawer’ as well as for location classes such as 'closed wood compartment’
or ’'open iron surface’. In the latter case, it is capable of generalizing the
classification to locations the object has not seen during training. We
present the results of an experimental study with a total of over 1200
measurements from 35 specific locations (taken from 3 different rooms)
and 12 abstract location classes. It includes such similar locations as the
inner and outer pocket of a jacket and a table and shelf made of the same
wood. Nonetheless on locations from a single room (16 in the largest one)
we achieve a recognition rate of up to 96 %. It goes down to 81 % if all
35 locations are taken together, however the correct location is in the 3
top picks of the system 94 % of the times.

1 Introduction

The location of an object can be interesting for a variety of reasons. Most ob-
vious is the 'where did I put my x’ scenario. An example where this scenario is
relevant are so called assisted living systems. Such systems use on body devices
for behavioral monitoring and assistance for elderly and/or cognitively impaired
persons. In such a scenario, an important concern is to make sure that the user
has the device with him all the time. This implies checking if the user carries the
device and, if not, using for example the TV, the radio or the phone to remind
him to pick it up. In particular for cognitively impaired users, it is important to
be also able to tell the user where the device is located, in case it was lost.
Another well known example is a mobile phone that knows whether it is in a
pocket, on the table, or in the user’s hand and adjust the volume accordingly.
Generally, we can use the location of 'smart objects’ as an indication of the user
needs and intentions. Thus if a device is put in the drawer where it is usually
stored, it is reasonable to assume that it will not be used in the near future and
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it can go into power saving mode. Going even further the location of a set of
objects can be an indication of more general user activity and intentions.
Clearly understanding how object location can be used in different applica-
tions is a complex topic that needs further research. Nonetheless, the type of
considerations sketched above indicates that object location is a useful piece
of information. From this motivation we present and systematically evaluate a
novel method for object localization. The method provides so called symbolic
(sometimes also called semantic) location (e.g. [1]) rather then absolute coor-
dinates. Thus the output of the system is of the type ’on the couch’ or ’in the
drawer’. The key contribution of our work is to present a method that requires
no infrastructure, relies on simple, cheap sensors and still produces useful results.
The method is derived from the observation that the a ringing mobile phone
sounds differently depending on where it is located. Whereas a phone in a jacket
pocket sounds '"dumped’, a phone on a metal cabinet can make the entire cabinet
resonate. This is true for a ringing as well as for merely vibrating phone. We thus
propose to use sound from a built in speaker and vibration from a built vibro-
motor to create a mechanical ’excitation’ of the environment and analyze the
response with an accelerometer and a microphone. In an extensive experimental
study (47 locations with total of 1200 data points) we demonstrate that two
types of information can be derived from this analysis. First, the system can be
trained to recognize specific locations such as the ’kitchen table’, or the 'dining
room table’. Second, it can recognize more abstract locations based on materials
such as a 'wood table’, 'a closed metal cabinet’, or a ’jacket pocket’. While this
leads to less specific positioning, it has the advantage that the system does not
need to be trained for each single location. Instead, after being trained on, for
example, several wood tables, it will recognize others it has not seen before.

1.1 State of the Art and Related Work

Indoor location is known to be a hard problem (see [2] for an overview). As de-
scribed above our work aims at the localization of simple objects in environments
with no, or only minimal augmentation. This means that many of the more re-
liable, standard methods are not applicable. This includes ultrasonic location
such as the BAT [3] or the MIT cricket systems [4] which both require extensive
instrumentation of the environment with ultrasonic transceivers. In addition ul-
trasonic system require free line of sight and will fail to locate objects in closed
compartments. This means that infrastructure free, relative positioning methods
based on ultrasonics (see ( [5]) are also unsuitable. Cost and effort also make the
use of complex time of flight based radio frequency (RF) methods such as the
commercial UBISENSE ultra wide band system (www.ubisense.net) infeasible.
Similar can be said about RFID (radio frequency identification), which require
a reader to be put on every location which needs to be recognized.

Simple Beacon Based Systems. Much work has been put into localization based
on simple RF beacons, often based on standard communication systems such as
Bluetooth, Zigbee and of course WLAN ( [6], [7] and [§]). This includes a wide
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body of work on positioning in wireless sensor networks [9]. In particular work
based on, low power radio systems is clearly relevant to object localization. How-
ever it must be seen as complementary rather then a competing approach. Such
systems are virtually all based on signal strength, which is inherently unreliable
in complex, indoor environments. As a consequence, they are predominantly
used for room level location (determining which room or large room segment a
sensor node is in). This is not sufficient for the type of symbolic location targeted
by this paper. However knowing approximate physical location can be used to
constrain the search space for our symbolic location method.

Indirect Localization with Sensor Signatures. Both sound and acceleration have
been previously used in location related research. In [I0], the authors present a
technique for performing accurate 3D location sensing using off-the-shelf audio
hardware. Van Kleek et al. has also done some work in this direction, using
sound fingerprints to detect collocation in [I1].

The general concept of using acceleration signatures to extract location related
information can be traced to the ’Smart-Its Friends’ paper, [12]. Building on this
idea [T3] have demonstrated how to determine if a set of devices is being carried
by the same person by correlating their acceleration signatures. Kunze et al.
has taken this concept even further to show how the acceleration signature of
walking can be used to determine where a user is carrying a device [I4].

The most direct relation to the work presented in this paper is a patent by
Griffin [T5] titled: User hand detection for wireless devices. It proposes to use
vibration detected by an acceleration signal to determine if a mobile phone is in
the user hand, in a holster or in a holder.

1.2 Paper Contributions and Organization

From the above discussion it can be seen that symbolic localization of objects
with no external infrastructure and simple sensors suitable for small, cheap nodes
is an open problem. This paper proposes a solution for this problem. In terms
of hardware the solution requires only a microphone, an accelerometer, a small
speaker capable of emitting ’beeps’ and a miniature vibration motor. An im-
portant feature of our method is the fact that it can be used on both specific
locations (e.g. my ’kitchen table’), and abstract location types.

We discuss the physical principle, key issues, and limitations behind our ap-
proach (section[2)). We then provide a detailed description of the recognition algo-
rithm, including, feature computation,classification, and classifier fusion (section
B). Finally, we validate our method on an extensive, realistic data set (section
[). The data set contains a total of over 1200 measurements from 35 specific
locations (taken from 3 different rooms) and 12 abstract location classes. The
location were chosen to include examples that demonstrate the limits of the
method such as an attempt to distinguish between the inner and the out pocket
of the same jacket and between table and a book shelve both made of identical
material. The data points at each symbolic location area taken at a number of
randomized spots to ensure representativity.
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Despite such challenging evaluation our method produces promising results.
On room bases (16, 9 and 10 locations) we arrive at an accuracy of between 89
% and 93 % with the correct answer being in the to 2 first picks of the classifier
between 97 % and 99 % of the time. With all 35 locations from the 3 rooms in
one data set the recognition goes down to 81 %. However we still get the correct
answer in the top 2 picks of the classifier 91 % and in the top 3 94 % times.

2 Approach Overview

2.1 The Method

Procedure Description. The proposed method consists of two parts, each of which
can be used alone or in combination with the other.

The first part is based on vibrating the device using a vibration-motor of
the type commonly found in mobile phones. During the vibration, which last a
couple of seconds, motion data is recorded with an accelerometer and sound with
a microphone. The motion and sound signals are used separately for an initial
location classification using standard feature extraction and pattern recognition
methods. The final classification is obtained through appropriate fusion of the
two classification results.

The second part is based on sound sampling. The device emits a series of
beeps, each in a different, narrow frequency spectrum. The microphone is posi-
tioned is such a way that it receives only little energy directly from the speaker.
Instead a significant part of the energy comes from reflections from the imme-
diate environment (see section 22 for a more detailed discussion). For location
recognition the sound received from the different beeps is compared.

When the two parts are used together, the corresponding results are fused
using an appropriate classifier fusion method.

General Principles Behind the Recognition. In abstract terms the above method
is about analyzing the response of the environment to a mechanical ’excitation’
with different frequencies. By vibrating the device we provide a low frequency
(a few Hz) relatively high intensity (as compared to sound) source of excitation.
By emitting fixed frequency ’beeps’ we generate different, low intensity high
frequency stimuli. The accelerometer detects the low frequency response (in our
case up to 15Hz due to sampling frequency of the used device limited at 30Hz),
the microphone the high frequency part.

The response to the above stimuli falls into several categories. First we get a
low frequency response that directly mechanically couples to the vibrating object
and is detected by the accelerometer. This response can range from a more or
less complete absorption of the vibration energy (e.g. when the object is lying on
pillow) to a resonant response where the surface, on which or device is lying, joins
in the vibration. This fact contains information on two things. For one, it can
reveal if, and how the device is fixed (in the hand, in a tight pocket, lying freely).
In addition it reveals how hard and elastic is the surface on which the device
is placed. This information can be expected to reliably distinguish between soft
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surfaces such as a sofa and hard ones like a table. Distinction between several
similarly hard surfaces (e.g. metal and stone) is difficult.

Second, we get a high frequency response to the vibration, which is essentially
a sound from the device hitting the surface. Assuming that placement of the
device does lead to this kind of response (it will not, if the device is in a soft
pocket or say hanging), it is quite location specific. The sound depends not only
on the surface material but also on the overall structure. Thus a small, solid
cube will produce a different sound then a large thin surface, even if both are
made of the same material. Finally, objects light and close enough to the device
to be influenced by the vibration (e.g. a key chain) might also contribute to
the sound. In general, this is a source of noise rather then usable information.
Figures [l show two different vibration spectra.

Third, we get a high frequency response from the beeps which is given by the
absorption spectrum of the environment. a Clearly this response is only useful
if it comes from the immediate vicinity of the device. This can either be the
surfaces on which the device is lying or, if the semantic location is a closed
compartment, the walls of this compartment (see next section for a discussion
of microphone placement issues). It is well known that the acoustic absorption
spectrum is a distinct material property. The topic has been extensively studied
in the context of musical instruments and sound isolation in construction ( [16]).
Typically the absorption is given at discrete frequencies as a fraction of the per-
fect absorption at an open window (lack of any reflecting surface) of equal area.
As an example we consider the following coefficients from [16]

frequency 128 Hz 256 Hz 512 Hz 1,024 Hz 2,048 Hz 4,096 Hz
concrete unpainted 0.010 0.012 0.016 0.019 0.023 0.035
brick wall painted 0.012 0.013 0.017 0.020 0.023 0.025

carpet on concrete (0.4inch) 0.09  0.08 0.21 0.26 0.27 0.37

The above clearly demonstrates that, in principle, even seemingly similar ma-
terials can be separated with a small number of discrete frequencies.

Applying the Method: Specific Locations vs. Location Classes. The above de-
scription shows that our method provides information on abstract properties
such as surfaces material as well as information on properties characteristic of a
single specific location (e.g. a solid cube vs. large surface with several legs). As
a consequence this paper investigates two different usage modes of our method:

1. 'Specific Location Mode’. In this mode we train the system on concrete
locations such as a specific table or a specific chair. The advantage of this
approach is that the user is provided with exact location information. The
main disadvantage is the effort involved in training each individual location.
In addition, there is the question being able to distinguish a large enough
number of locations to satisfy relevant applications.

2. "Abstract Location Class’. In this mode we divide locations into abstract
classes. The two main criteria are the surface material and being open (e.g.

! Note that the absorption also influences the sound caused by the device vibration.
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tabletop) or closed (e.g. inside a cupboard). In this mode the system is
trained on several instances of each class. It is then able to recognize arbi-
trary other instances of this class. Thus the training problem is avoided, as
the system can pre-trained at 'production time’ and given to users without
the need for further training. The disadvantage lies in the less exact loca-
tion information, which has to be further interpreted and/or combined with
additional information to find out where the object is actually located.

2.2 Issues to Consider

Microphone and Speaker Placement. As described above for the analysis of the
absorption spectrum we must ensure that the sound emitted by the loudspeaker
is reflected from the surface on which the device is lying and/or, in case of the
symbolic location being a closed enclosure, from the enclosure walls. The second
part is trivial. The first implies an appropriate placement of the microphone and
the speaker. Optimally the speaker and the microphone should be located close
to each other on the side of the device, preferably (but not necessarily) facing
downwards with a sound proof barrier blocking the direct sound path between
them. The main problem in implementing this type of setup is the definition
of ’on the side’ and ’downwards’. In the worst case we could be dealing with a
cubic or round object with no preferred ’down’ or ’side’. For such object two
loudspeakers located at a 90 degree angle would have to be used to ensure
that there is always a sidewards facing one. Our experiments (see section [
indicate that the position of the microphone is less critically and we achieved
good results despite the microphone facing upwards, so that one microphone
might suffice.

Variations within Symbolic Locations. Many symbolic locations such as 'table’
or 'desk’ have considerable physical dimensions. This means that the response
to the mechanical stimuli may be subject to spatial variations. Thus for example
the low frequency response to vibration (acceleration data) may be different
over the leg then in the middle of a large table. Similarly, on a table adjacent
to the wall, the response to the ’beeps’ will vary depending on how close to
the wall the device has been placed. As a consequence both for training and
testing a sufficient number of random physical locations must be sampled for
each symbolic location (as has been done in experiments described in section HI).

Number of Relevant Locations. Clearly there are limits to how many locations
can be reliably recognized. At the same time, in every day environments such as
home or office, there are many places where objects can be put. The question
is, whether the number of locations that can be distinguished is sufficient to
be useful in relevant applications. An authoritative answer to this question can
only be found through an analysis of specific applications. As stated in the
introduction this is a technology, not an application paper and we make no
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claim to such an answer. Instead, exploring the technology side, we demonstrate
and argue the following:

1. Our system shows reasonable recognition performance even using the com-
bined data set of 35 locations. In our experiments these are collected from
3 rooms. It seems unlikely that this would not be sufficient to cover all rel-
evant symbolic locations in a single room. At the same time , as has been
discussed in the introduction, room level location of RF enabled sensor nodes
is a manageable problem.

2. Provided that a adequate number of sufficiently abstract classes is chosen, the
number of locations issue is avoided by the ’abstract location classes’ usage
mode. In the experiments we demonstrate near perfect recognition for 7 and
reasonable results for 12 classes. The type of classes used in the experiments
"(open wood surface’, "closed wood cabinet’ etc.) is clearly abstract enough
to describe a large number of locations.

Sensor Requirements. In the introduction we have stated our aim of developing a
method suitable for smart objects. Accelerometers and a microphones are among
the most widely used components in small sensor nodes. Small loudspeakers
capable of emitting beeps are also commonly integrated in sensor nodes. As
will be described in section [B] we work with frequencies between 500 and 4000
Hz, which can be handled by small, cheap speakers and microphones. Finally,
although vibration motors have so far not been used in sensor nodes, they are
available in sizes around lem and smaller (see figure Bal) and cost a few dollars.

In summary it can be said that the proposed sensor configuration is compatible
with the target domain of small, cheap smart objects.

Complexity. Any method that is to be deployed on low end sensor nodes and
smart objects needs to be resource conscious. However, when considering the
method proposed in this paper it is important to remember, that it is not meant
for continuous tracking of a moving device. Instead we assume that the method
would be run once after the acceleration sensor has detected that the device
has been moved and then let to rest. Thus there is no need to deal with speed
and consider the power efficiency of the algorithm. We just need to show that
with typical resources available in such nodes it is feasible to either perform the
required computation or transmit the data to a remote server for processing. For
the sake of simplicity we restrict ourselves to the communication requirements
of the raw data. With 16 bit resolution and the sampling rates given in section
we have a data rate of about 130Kbps for the sound and a about 05Kbps for
the acceleration. These have to be sustained for total of 13 seconds.

With respect to online execution we merely point to related work by our group
in which we have studied implementations of sound and acceleration based ac-
tivity recognition (e.g. [IT]). With sampling rates, features and classifiers similar
to the ones proposed in this paper we were able to demonstrate power efficient
execution on nodes using the TT MSP 430 microcontroller with less then 100K of
RAM. This leads us to believe that executing the proposed method, or at least
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computing most of the features (in particular FFT) to avoid transmitting the
raw sound data on a low power sensor node would also be feasible.

3 Recognition Method

As described in section[2] our approach can be divided into two distinct methods,
mechanical vibration and sound sampling.

Table 1. Selected features used for frame-by-frame classifications

Feature Name Description

Standard, simple Features Zero Crossing Rate, median, variance, 75% percentile,
inter quartile range

Frequency Range Power  computes the power of the discrete FFT components
for a given frequency band.

Sums Power Wavelet De- describes the power of the detail signals at given levels

terminant Coefficient that are derived from the discrete wavelet transforma-
tion of the windowed time-domain signal. This feature
has successfully been used by [1§].

Root Mean Square (RMS) \/11, %y x?, with N the number of samples in a slid-
ing window, and x; the i’th sample of the window.

Number of Peaks The number of peaks in the window with different
thresholds, low medium and high.
Median Peak Hight The median of the peak hight.

3.1 Vibration

During the vibration phase the device itself records the sound and the acceler-
ation. Classification is performed separately on each signal and the information
of the two modalities is combined on classifier level (see B3)).

Vibration Sound Processing. For the vibration sound some 30 individual fea-
tures were calculated over a 500 msec. sliding window (250 msec. overlap). From
those we picked 5 based on initial tests and plots of the data: the zero crossing
rate, the frequency range power, 75%Percentile, sums power wavelet determi-
nant coefficient and the median. On these features we trained common machine
learning algorithms, e.g. K-NN, Naive Bayes, C 4.5. We found C 4.5 to be the
most robust and best (however only by a narrow margin). The frame-by-frame
output provided by the C 4.5 classifier is smoothed using a majority decision
over the entire length of a single vibration phase. We have also performed ex-
periments using Hidden Markov Models either on the features calculated in the
500ms windows or on the classifier output of the frame by frame classifier. Since
none of the above produced significant improvement, we have opted for the less
computationally intensive majority decision.
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Vibration Acceleration. The process described above for the vibration sound, is
essentially repeated for the acceleration. The only differences are the length of
the window (1 sec with 0.5 sec. overlapping) and the final feature set (variance,
the RMS, number of peaks, median peak hight, the 75%Percentile, inter quartile
range). Again C 4.5 has proven to be the best classifier and HMM has showed
no advantage over the majority decision.

3.2 Sound Sampling

The active sound sampling procedure differs from the vibration method in several
ways. We know from literature (see section [) that few discrete frequencies be-
tween a few hundred and a few thousand Hz are enough to separate a large range
of material in terms of their absorption coefficients. Therefore, we have selected
8 discrete, equidistant frequencies between 500 and 4000. The frequency range
choice was dictated by the performance of small, cheap speakers (not capable of
very low frequency tones) and the need for a reasonable sampling rate. From the
recorded beeps we first isolate 8 frequency prints using a variable threshold. As
features we have empirically selected RMS, frequency range power and the sums
power wavelet determinant coefficient. These are calculated again 30 features in
200 msec. sliding windows (150 msec. overlapping).

The features of all 8 frequency prints are combined into one feature set. This
means that a feature instance contains the calculated RMS etc. of each frequency
band. The rest of the procedure is identical with the vibration recognition (frame
by frame classification using C 4.5 and majority decision).

3.3 Fusion

The two main approaches to fusion are signal/feature level and classifier level fu-
sion. Feature level fusion works best for features that are computed at the same
sampling rate (sliding window size). This is not the case for the three recognition
modalities described above. As the different window sizes were determined heuris-
tically to produce best results for each modality, dropping them for the sake of
fusion make little sense. As a consequence no direct feature level fusion was inves-
tigated. However we have investigated a fusion approach based on the results of
the frame by frame classification. This can be viewed as kind of feature level fu-
sion, since this result is input to the majority decision. Thus we have computed
the majority decision for an event over the frame by frame results from all three
modalities put together, instead of computing it for each modality separately.

In terms of classifier fusion we have opted for a Bayesian Belief Integration
method (see. [19] for an overview of classifier fusion methods). The method uses
the confusion matrix obtained from testing the classifiers on the training data set
to determine class probabilities as for different combinations of classifier outputs.
This allows the system to take into account the peculiarities of each classifier.
With just 3 classifiers and a constrained number of classes it is also computa-
tionally tractable. If the number of classes and/or is increased the method would
could be replaced by for example logistic regression.
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4 Experimental Validation

4.1 Validation Scenarios

Specific Location Mode. As basis for our study we have picked three scenar-
ios: an office, a living room, and a one room student apartment. In each scenario
a set of obvious locations for placing objects was selected. These included the
furniture present in this room (both open such as table or sofa and closed such
as cupboards), the floor, the window ledges and additional things such as the
stereo. In the office scenario we have also included three pockets (two different
pockets from a jacket and a jeans pocket), the inside of a backpack and a suitcase
as well as a the trashcan. A full listing of the investigated location is given in
table 2] and illustrated in Figure 2l There are 16 locations in the office, 9 in the
living room and 10 in the apartment (total of 35).

We recorded 30 experimental runs on each specific location (a total of over
1000 events), each time randomly varying the exact position of the recording.
The object was placed according to positions drawn randomly from a uniform
distribution. From the 30 runs, 10 are randomly picked to train the classifiers,
the remaining 20 are used as test set. Evaluation is performed first on each
individual scenario (under the assumption that room level location could be
obtained from other means). To see how our method behaves as the number of
location increases we have also done an evaluation on a data set containing all
the locations from the three scenarios.

Abstract Location Type Mode. The abstract location types were defined
according to the surface material and the location being open (e.g. a table) or
closed (e.g a cabinet or a drawer). As shown in table [ this has lead us to 12
classes that include most typical surfaces (wood, glass metal stone, poster). To
get a sufficient number of different instances of each class we have recorded the
data in a furniture store. For every abstract class we have picked 6 different
furniture. Two recordings were done on each specific piece of furniture leading
to 12 data points per abstract class and a total of 144 events. For the evaluation
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Fig. 2. The semantic locations we try to detect are marked in red for the office in
In@ you can see the actual office we conducted the experiments in.

Table 2. Chosen symbolic locations and abstract location classes. The letter in front is
the identification for the individual confusion matrix plots presented later in the paper.
The letter in brackets behind the 3 scenarios concerned with the symbolic location, is
the identifier for the confusion matrix plot over all 35 locations. In j. , o. j. and tr.
pocket stand for inside jacket, outside jacket and trousers pocket.

Office Living room  Appartment Surfaces

a. backpack(a) k. in j. pocket(C) a. desk(h) a. bath carpet(f) a. polster open
b. cupboard(z) 1. tr. pocket (¢) b. floor(u) b. bed(p) b. glass open
c. suitcase(w)  m. cartbox (F) c. sofa(n) c. chair(b) c. iron open

d. drawer(t) n. ledge (H) d. table(A)  d. desk (wood) (1) d. stone closed
e. desk(D) o. chair (v) e. chair(c) e. radiator(d) e. wood closed
f. top drawer(E) f. drawer (m) f. ledge(k) f. glass closed

g. cabinet (x) p. shelf (i) g. ledge (G) g. carpet floor(B) g. iron closed
h. o j. pocket(j) h. stereo (s) h. cupboard(g)  h. metal open
i. trashcan(I) i tv (§) i. drawer(q) i. polster closed
j. carpetfloor(r) j. wardrobe (0)  j. stone open

two pieces of furniture from each class (four events per class) were picked for
training and 4 (8 events per class) were retained for testing. This is consistent
with the envisioned application mode where the user would be given a device
'factory pre-trained’ for each class and use it to recognize instance of the class
not seen by the system before.

4.2 Experimental Procedure

Setup. For the experiments, we use the Nokia 5500 Sport. It is a mobile of
Nokia’s third S60 series, equipped with an accelerometer and an extra loud-
speaker. The mobile is able to run C++, Java and python code. For the first
experiments, we coded a C++ application to record the sensor values. Yet, we
soon swapped to Python, as it is much faster for prototyping, less error-prone
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Fig.3. A common vibration motor (Figure @, picture from Ulf Seifert under the
licence GNU FDL). On the right is the Classification accuracy depending on the
number of training events for the office scenario depicted.

debugging using an interactive bluetooth shell and still not lacking low level
sensor access, through easy extensibility using C extensions. The evaluation is
done in batch processing using a mixture of Python, Matlab scripts and Java
code, mainly the Weka machine learning package.

Data Acquisition. An experimental run consists of the following steps. First
the mobile is placed on a random spot on a particular location. A python script is
used to determine this spot. Then the measurement is started. While the mobile
vibrates for 5 sec. lying face up on the surface, a python script running on the
mobile records the sound and acceleration simultaneously. The sound is sampled
with 8000 Hz, the acceleration with 30 Hz. After the vibration measurement
is done the mobile plays the sound sample consisting of 8 tunes in distinct
frequencies from 500 to 4000 Hz in 500 Hz steps. Each tune is 1 sec. long. While
the mobile plays this using the extra loud-speaker, the python script records
the sound with 8000 Hz over the inbuilt mobile microphone. The loud speaker
faces the surface, as depicted in Figure[3l We get around a problem of accessing
full-duplex mode in python on the Nokia phone by using the music player and
the extra speaker.

4.3 Experimental Results

The recognition performance for different scenarios experiments and recognition
modalities are summarized in figures Bal (for the three individual scenarios of
the specific location mode and the abstract location class) and in fh] (combining
all 3 locations and second/third best voting). In addition examples of confusion
matrices are visualized for the office, scenario, the combination of all three spe-
cific location mode scenarios and the abstract location type mode in figures [Gal
[Gd and [7 respectively.
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In the more detailed discussion of the results given below and the some of the
figures we at times discuss '2nd best evaluation’ or '3rd best evaluation’. This
refers to the percentage of cases where the correct class is among the 2 (3) first
picks of the classification system.

Office. In the office scenario, 14 of the 16 locations can be classified near perfect
accuracy. The single biggest confusion is between the pocket on the inside of
the jacket with the one on the outside of the jacket. This is plausible and was
expected. An unexpected result is the poor recognition of the metal window
ledge. It is confused with the cartbox top the shelf and the chair.

The classification accuracy is 54% using the event-based acceleration classifier,
77% for vibration sound, 91% for the sound sampling, 77% and 79% for the
vibration fusion cases, up to 93-94% for the majority decision and lookup-table
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categories

Fig. 6. The confusion matrix|(a)| of the office using the lookup-table fusion compared
with the confusion matrix in using the second best locations in addition to the
lookup-table. The same is depicted, below only for all the 35 different semantic loca-
tions. Figure shows the classification of the lookup-table fusion, whereas Figure@
shows the lookup-table fusion considering up to the 3rd best.

fusion using all modalities. The sound sampling is the best non-fusion method
with 91%. The 2nd best evaluation’ pushes the correct classified up to 96%.

Living room. In the living room scenario, most of the samples from 7 of the
9 locations can be classified correctly. A lot of the sofa instances are confused
with the chair, as the chair is also padded. This is the worst confusion. Again
the classifiers perform poorly for window ledge category. The living room clas-
sification accuracy starts with 60% for acceleration alone, and goes up to 87%
for the vibration sound. In this scenario, the sound sampling is worse than the
vibration methods at 85%. This explains also why the fusion methods on top of
the vibration work so well and are nearly as good as the fusion over all methods,
at 88 and 89% respectively. The fusions over all methods just 0.5 % better. Only
one/two events are corrected by this fusion. In the 2nd best evaluation’ the
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accuracy ranges from 66% for acceleration alone, up to 97% for the lookup-table
fusion over all methods. Here also the acceleration and sound vibration fusion
do extremely well with 93% and 96%.

Appartment. In the appartment case, the worst miss classification happens in
the cupboard category, which is confused with the desk. Both are made out of the
same wood. The radiator class is also confused with several other classes. Here
the accelerat